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ABSTRACT 
 

Climatic factors significantly impact Assam tea production. The tropical climate of Assam, 
characterized by high precipitation and temperatures up to 36°C during the monsoon, creates ideal 
conditions for tea cultivation, contributing to the region's unique malty flavor. Here, in this study an 
attempt has been made to bring a comparison among statistical and machine learning models in 
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prediction of tea production and evaluate an optimal model among them. A time span of last 23 
years data were collected from Biswanath College of Agriculture under Assam Agriculture 
University situated at Biswanath Chariali district. The study has found that mean absolute 
percentage error of random forest regression model is 6.49 percent followed by decision tree (7.3 
percent) and linear regression model (7.5 percent). From the evaluation metrics, random forest 
algorithm fits well in comparison to decision tree and linear regression. This study could be 
generalized to comparison among more predictive machine learning models. 
 

 

Keywords: Assam tea; prediction; machine learning; climatic factors. 
 

1. INTRODUCTION 
 
Climatic factors significantly impact Assam tea 
production. The tropical climate of Assam, 
characterized by high precipitation and 
temperatures up to 36°C during the monsoon, 
creates ideal conditions for tea cultivation, 
contributing to the region's unique malty flavor 
[1]. Climate change poses challenges such as 
prolonged droughts, extreme temperatures, and 
increased pest infestations, affecting tea 
production in Assam and other regions like 
Dooars in West Bengal [2-4].  Adaptive strategies 
like rainwater harvesting, afforestation, and using 
climate-resistant cultivars are being adopted by 
tea growers to mitigate these impacts and ensure 
sustainable production [5]. Additionally, studies in 
Dooars have shown that temperature variations 
during different seasons, excessive rainfall, and 
changes in solar radiation and soil temperature 
can either positively or negatively influence tea 
yield, emphasizing the need for proactive 
measures to safeguard tea plantations from the 
adverse effects of climate change [6-8]. 
Statistical and machine learning techniques have 
been compared in predicting Assam tea 
production. Studies have shown that machine 
learning algorithms, such as XGBoost regressor 
and random forest models, outperform statistical 
methods like multiple linear regression in tea 
yield prediction [9,10]. Additionally, the use of 
crop simulation models like AquaCrop and 
machine learning algorithms has been found to 
provide more accurate predictions with lower 
errors compared to traditional statistical 
approaches [11]. Furthermore, the selection of 
suitable sites for tea cultivation has been 
enhanced through the application of random 
forest models, emphasizing the importance of 
climate and soil factors in tea farming [12]. 
Moreover, the development of hybrid models like 
AOA-SVM has significantly improved soil 
moisture content prediction in tea plantations, 
showcasing the potential of machine learning in 
enhancing agricultural practices [13]. In order to 
anticipate tea output in the Biswanath Chariali 

district, the present research has attempted to 
compare traditional statistical approaches with 
machine learning algorithms and assess which 
model or technique is appropriate. The use of 
machine learning algorithms in prediction of tea 
production of Biswanath Chariali district may 
increase predictive ability to certain extent in 
contrast to classical statistical models. 
Additionally, the study modelled many climate 
parameters associated with tea production that 
were reported at the Biswanath Chariali weather 
station. In this study, the observation of different 
weather factors on tea production over the years 
is important for its production growth and growing 
ability under certain conditions. The study's 
observations included the variances accounted 
for by several climate conditions. 
 

2. MATERIALS  
 

2.1 Study Area 
 

The district of Biswanath, Assam, covers an area 
of 1100 square kilometres and is located on the 
north bank of the Brahmaputra River. It became 
a separate district on August 15, 2015, when it 
was divided from Sonitpur district. The area is 
located between longitudes 26°14'00" and 
27°0'00" North and between longitudes 
92°52'30" and 93°50'0" East. Assam Agricultural 
University (AAU)'s second constituent college, 
Biswanath College of Agriculture, was founded 
with the need for the general and comprehensive 
development of agriculture and related fields in 
mind, both for the state of Assam as a whole and 
for the entire north bank valley in particular. 
Beginning on February 2, 1988, the college 
offered an academic programme. In the 
Assamese North Bank Plains Zone, near 
Biswanath Chariali, the college was founded. 

 
2.2 Data 
 
The data for the study adopted is secondary in 
nature. Tea production data cultivated in 
Biswanath College of Agriculture (BNCA)under
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Map of the area under study 

 
Fig. 1. Map of Biswanath Chariali district 

 
Assam Agriculture University situated at 
Biswanath Chariali district was collected from 
2000 to 2023. The climatic data comprise of 
different factors such as rainfall, bright sunshine 
hours, relative humidity and maximum and 
minimum temperature were collectedfor the 
study period respectively. The climatic variables 
used in the following study are discussed below: 
 

• Rainfall 
 

Tea production is a crucial sector in many 
regions, such as Darjeeling, Assam, or Sri Lanka 
[14]. The climate and soil conditions in these 
areas are ideal for growing tea. However, the 
success of tea production is heavily dependent 
on weather factors, particularly rainfall. 
Insufficient rainfall can have a negative                         
impact on tea production, leading to lower yields 
and potentially poorer quality of the tea               
leaves. 

• Bright sunshine hours 
 

One specific weather factor that has a significant 
impact on tea production is the number of bright 
sunshine hours [15]. Research has shown that 
tea plants require at least 6 hours of bright 
sunshine per day for optimal production. This is 
because bright sunshine provides the                  
necessary energy for photosynthesis, which is 
crucial for the growth and development of tea 
plants. 
 

• Relative humidity  
 

Tea production is a delicate process that is highly 
influenced by various environmental factors. 
Relative humidity plays a crucial role in 
determining the quality and quantity of tea 
production. Tea plants require a specific range of 
relative humidity levels to thrive and produce 
optimal yields. High relative humidity levels can 
lead to increased fungal growth and disease 
susceptibility in tea plants, impacting the overall 
health and productivity of the crop. 
 

• Temperature 
 
Tea production is greatly influenced by various 
factors, including weather conditions such as 
temperature [15]. Temperature plays a crucial 
role in tea production, as it directly affects the 
growth and development of tea plants. Tea 
plants thrive in specific temperature ranges, and 
any deviation from these optimal conditions can 
have a significant impact on tea production. 
 

3. METHODS 
 
For analysis purpose, statistical and machine 
learning techniques were used. Most of the 
cause and effect research study has been 
considering a linear relationship among 
dependent and independent variables. This study 
has also assumed a linear relationship of tea 



 
 
 
 

Deka et al.; J. Exp. Agric. Int., vol. 46, no. 7, pp. 526-534, 2024; Article no.JEAI.118793 
 
 

 
529 

 

production with other weather variables. To 
fulfillment of the objective, multiple linear 
regression model as statistical model and 
decision tree and random forest algorithms for 
machine learning counterparts were considered 
respectively. The analysis of the study is 
performed using SPSS (version 22) software and 
python programming language [16]. Sklearn 
module is used for supervised machine learning 
regression algorithms. Seaborn module is used 
for data visualization. The following statistical 
and machine learning regression                                
models are used in the study are discussed 
below: 
 

• Multiple Linear Regression 
 

To better understand the factors that influence 
tea production, multiple linear regression 
analysis is often used. By applying multiple linear 
regression analysis, researchers can identify the 
variables that have a significant impact on tea 
production. These variables may include factors 
such as rainfall, temperature, soil fertility, labor 
availability, and investment in agricultural 
technology. By examining the relationship 
between tea production and these independent 
variables, researchers can determine the extent 
to which each variable contributes to tea 
production. The following model is given as 
follows: 
 

𝑦 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2+.+𝛽𝑛𝑥𝑛                     ( i ) 
 
Where,  
 

y = the predicted value of the dependent 
variable 
 
𝛽0= the y-intercept 

𝛽1𝑥1= the regression coefficient (𝛽1) of first 

independent variable (𝑥1). 
 
𝛽𝑛𝑥𝑛= the regression coefficient (𝛽𝑛) of nth 

independent variable (𝑥𝑛). 
 

• Decision tree  
 

The supervised learning method includes 
decision trees as one of its tools. Using decision 
nodes at each stage of the algorithm, the flow-
chart looks like a tree structure. Results nodes 
are what remain at the end of the algorithm. Both 
classification and regression problems are 
addressed by the decision tree technique. Both 
continuous and discrete variable values are 

predicted by the algorithm through training in 
regression.  
 

• Random Forest  
 

Regression and classification tasks are handled 
by a collection of methods called random forest. 
The bootstrap and aggregation method, 
commonly referred to as bagging, is employed by 
the random forest algorithm. As opposed to the 
outcomes produced by individual decision trees, 
the algorithm employs numerous decision trees 
to get a resolution on a given issue. Outliers and 
noisy features can be effectively detected with it. 
 

4. EVALUATION OF THE FITTED 
MODELS 

 

The data of machine learning algorithms are split 
into two parts- one for training of the models and 
the other for testing as well as evaluation of the 
models performance. The training part and 
testing part of the data consists of 75 percent 
and 25 percent respectively. 
 

In order to evaluate the performance of the 
selected statistical and machine learning 
regression models, following measures are used 
for evaluation of the fitted models: 
 

• R-Squared: 
 

In a regression model, R-Squared (also known 
as R2 or the coefficient of determination) is a 
statistical metric that establishes how much of 
the variance in the dependent variable can be 
accounted for by the independent variable [17]. 
The formula is given as follows: 
 

𝑅2 = 1 −
𝑆𝑆𝑟𝑒𝑠

𝑆𝑆𝑡𝑜𝑡
                                              (ii) 

 

Where,  
 

SSres = residual sums of square 
SStot = total sums of square 

 

• Mean Squared Error 
 

The value of mean squared error also contributes 
to the regression model evaluation [19]. It is used 
to measure the closeness of dispersion of the 
fitted regression line from the given data points. 
A high value of mean squared error will be an 
indicator for high dispersion of the observations 
from the regression line and vice versa. It is 
computed as. 
 

𝑀𝑒𝑎𝑛 𝑆𝑞𝑢𝑎𝑟𝑒𝑑 𝐸𝑟𝑟𝑜𝑟 =
∑(𝑦𝑖−𝑦̂𝑖)2

𝑛
                 (iii) 
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• Mean Absolute Percentage Error 
 

In statistics, a forecasting method's prediction 
accuracy is measured by the mean absolute 
percentage error (MAPE), often referred to            
as the mean absolute percentage deviation 
(MAPD). 
 

𝑀𝑒𝑎𝑛 𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 𝐸𝑟𝑟𝑜𝑟 = 100
1

𝑛
∑ |

𝐴𝑡−𝐹𝑡

𝐴𝑡
|𝑛

𝑡=0            (iv)   
 

Where, 
  

𝐴𝑡 = 𝐴𝑐𝑡𝑢𝑎𝑙 𝑣𝑎𝑙𝑢𝑒. 

𝐹𝑡 = 𝐹𝑜𝑟𝑒𝑐𝑎𝑠𝑡 𝑣𝑎𝑙𝑢𝑒.  

5. RESULTS 
 

The descriptive statistics of tea production and 
climatic variables are given as follows: 
 
From Table 1, the average tea production from 
2000 to 2023 is 6819.46 and standard                 
deviation 2481.018. The Table 1 also depicts            
the mean and standard deviation of                                          
rainfall, BSSH, relative humidity in                        
evening and temperature (maximum and 
minimum).  

 
Table 1. Descriptive statistics of variables under study from 2000 to 2023 

  

 Mean Std. Deviation Variance 

Quantity 6819.46 2481.018 6155448.955 
Rainfall 1879.8592 311.74929 97187.619 
BSSH 64.8146 4.59636 21.127 
RH(E) 62.9929 4.22475 17.848 

Max. temp 347.8797 6.72813 45.268 
Min. temp 219.5497 11.88799 141.324 

Source: Statistical package for social sciences 

 

 
 

Fig. 2. Graphical representation of Pearson correlation coefficient matrix 
Source: Python programming language 
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Source: Python programming language Source: Python programming language 

 
Source: Python programming language 

 
Source: Python programming language 

 
Source: Python programming language 

 
Fig. 3. Graphical representation of regression plots of variables under study 
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Table 2. Evaluation metrics of statistical and machine learning models 
 

Models Mean squared error Mean absolute  
percentage error 

R-squared 

Linear Regression 3330530.26 0.0753 0.57 
Decision Tree 424628.59 0.0732 058 
Random Forest 362856.04 0.0649 0.64 

Source: Python programming language and Statistical Package for Social Sciences 

 
From Fig. 1, it could be observed that rainfall, 
maximum temperature and minimum 
temperature have a positive correlation with tea 
production whereas relative humidity and bright 
sunshine hours has a negative correlation. Since 
correlation is a measure of linear association, 
from the matrix it may be observed that if relative 
humidity and bright sunshine hours decreases, 
the tea production could increase or vice versa. 
 
The r-square, mean absolute percentage error 
and mean squared error of the supervised 
machine learning and statistical regression 
models are displayed in Table 2. The random 
forest regression model has the lowest mean 
squared error value, followed by the multiple 
linear regression and decision tree models. Table 
2 shows that the random forest regression 
algorithm's r-square value is higher than that of 
the other models. Further, from the table it could 
be observed that mean absolute percentage 
errors (MAPE) of the models are below 10 
percent. The MAPE of random forest is 6.4 
percent followed by decision tree and linear 
regression model. Since the mean squared value 
for a linear regression model is large, it suggests 
that the data points are spread apart from the 
fitted line. Compared to the linear regression 
model, the random forest algorithm has a lower 
value than the decision tree algorithm. This 
suggests that the observed values are closer to 
the regression line that the algorithm has fitted. 
 

6. DISCUSSION AND CONCLUSION 
 

Data mining tools were used to assess the 
influence of major climate variables such as 
temperature, rainfall, sunshine, and precipitation 
on tea yield in Assam, India, leading to the 
development of a crop yield forecast model 
based on weather variables using multiple linear 
regression [18]. Some studies were focused on 
analyzing factors influencing tea productivity in 
Northeast India through a combined statistical 
and modeling approach [19]. Research studies 
compared the performance of 1-D CNN with 
MLR and KNN models for chlorophyll estimation, 
demonstrating that leaf color features can 

effectively predict chlorophyll content [20]. 
Further the research studies contributes by 
exploring the application of classification 
techniques like random forest classifier, k-
nearest neighbor classifier, support vector 
machine classifier, and neural network in the 
context of tea leaf disease prediction. These 
techniques can be valuable for practical 
implementation in the agriculture sector, 
specifically in tea cultivation [21-22]. The present 
research study was undertaken to bring a 
comparison among statistical and machine 
learning regression method in prediction of tea 
production of Biswanath Chariali district tea 
prodcution. From the analysis of the results, it 
could be concluded that random forest 
regression model fits well in comparison to 
decision tree and linear regression model. 
Further research could be carried out in 
consideration of more machine learning 
algorithms and neural network models could also 
be considered. Such studies could bring more 
focus on studying the effect of weather factors on 
different agricultural production of the state with 
advanced algorithms. 
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