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Abstract: The middle segment of the Kalawenguquan fault has been active since the Holocene, with
a maximum credible earthquake magnitude of MS 7.5. We established two source models based on
empirical relationships, as well as geological, geomorphological, and seismic characteristics. Taking
into account the uncertainties of simulation parameters, we adopted the stochastic finite-fault method
to calculate all combinations of a multi-scheme simulation. The effects of different source models,
initial rupture points, and site locations on the prediction of ground motion parameters were analyzed.
The results indicate that when a site is located on a smaller asperity and is a certain distance from
the largest asperity, the simulation results are higher. For different sites, when the initial rupture
point is located near the smaller rather than the larger asperity, the acceleration response spectra
are higher. Our results show that the relationships between the initial rupture points, asperities,
and sites have a significant impact on the simulation results. Therefore, our study highlights the
relevance of determining the initial rupture point and source model to obtain a reasonable evaluation
for near-field strong ground motion simulations at major infrastructures.

Keywords: ground motion simulation; stochastic finite-fault method; maximum credible earthquake;
asperity; logic tree

1. Introduction

Strong ground motions induced by devastating large earthquakes will not only cause
many casualties but also destroy human habitats and threaten the safety of major in-
frastructures [1,2]. Thus, many countries have developed seismic codes to guide the
earthquake-resistant design of various building structures [3–6]. In particular, seismic
hazard assessment of the engineering sites of major infrastructures is required since it
is of great importance to the sustainable development of critical infrastructures such as
nuclear power plants, reservoirs, and hydropower stations, especially for those located in
seismically active regions.

Deterministic seismic hazard analysis considers worst-case scenarios or the maximum
credible earthquake to estimate the intensity of seismic ground motion distributions. The
current approach to obtaining deterministic ground motion parameters is to employ only
one set of modeling parameters for ground motion simulations or calculate average values
by using ground motion prediction equations. However, it is difficult to obtain accurate
ground motion simulation parameters, and ground motion prediction equations from both
domestic and foreign sources lack near-field strong ground motion recordings [7–12]. The
reasonable evaluation of near-field ground motion parameters offers important engineering
significance for seismic fortification, which has an effect on the evaluation of structural
responses and the results of nonlinear analysis [13–16]. Regionally adoptable ground
motion simulation parameters are critical for obtaining reasonable simulation results.
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However, aleatory and epistemic uncertainties inevitably exist when determining these
parameters; therefore, different researchers can obtain different ground motion simulation
parameters for the same fault [17,18]. Therefore, it is particularly important to consider
the uncertainties of modeling parameters when calculating peak ground acceleration
(PGA) and the response spectra of near-field large earthquakes when using ground motion
simulations, considerations often overlooked in simulation work [19,20].

Over the past two decades, the stochastic finite-fault method has been applied to
the simulation of near-field ground motion parameters of large earthquakes, providing
reliable ground motion predictions for areas that lack strong ground motion records [21–29].
This method can be used to effectively synthesize Fourier amplitude spectra, response
spectra, and the time history of acceleration [30]. This method can also be used to analyze
the effect of modeling parameter uncertainty on ground motion simulations [19,20]. Yu
et al. [19] analyzed the applicability of the stochastic finite-fault method in near-field large
earthquake simulations. Based on the parameters of uncertainty analysis, they established
a comprehensive evaluation system for ground motion parameters and considered the
influence of different seismogenic tectonics on a dam site. Zhang et al. [20] used the
stochastic finite-fault method to consider the impact of the source, propagation path, and
site conditions. They analyzed fault size, rupture velocity, shear wave velocity, stress drop,
kappa value, and Q value and produced a corresponding range of values. In this study,
based on a multi-scheme simulation and the stochastic finite-fault method, we focused on
analyzing the impact of different source models, initial rupture points, and site locations
on the simulation of near-field large earthquakes.

The Tianshan orogenic belt is a compressive orogenic belt located within the Eurasian
continent (Figure 1a). It is the result of the collision of the Indian and Eurasian plates
during the Late Cenozoic [31,32]. Previous geological and geodesy studies have shown
that the northern and southern boundary fault zones of the Tianshan Mountains exhibit
strong structural deformation [33–36]. The Tianshan Mountains are one of the most active
seismic regions on the Chinese mainland, as testified by the occurrence of 15 earthquakes
of M ≥ 7 leading to surface rupture. As an internal block of the Tianshan region, the Yultuz
Basin is surrounded by multiple active late Quaternary faults, which were associated with
the 2012 Xinyuan–Hejing MS 6.6 earthquake and the 1944 Xinyuan M 7 1

4 earthquake. The
Kalawenguquan fault is known to be the northern edge of the Nalati fault and controls the
northwestern edge of the Yultuz Basin. It is about 400 km long, spanning 360 km in Xinjiang,
China, and about 40 km in Kazakhstan (Figure 1b). This left-lateral strike-slip fault has an
average strike of N64◦E and dips 60–80◦ to the south [37]. Previous studies characterized
Kalawenguquan fault activity using geological and geomorphological features such as
alluvial fans, river terraces, and gullies [38,39]. Using remote sensing multi-source data,
such as Gaofen-2 images, Landsat 8 satellite images, and aerial high-resolution images,
Chen [37] evaluated the geometry and seismic hazard posed by the Kalawenguquan fault.
However, geometric structure, sliding rate, and fault activity of the Kalawenguquan fault
have not yet been comprehensively understood. Wang et al. [40] conducted systematic
research on the middle segment (F1–3 in Figure 1b) of the Kalawenguquan fault using high-
resolution remote sensing image interpretation, geological field surveys, geomorphological
surveys, drone aerial surveys, trench excavation, and the dating of trench samples with
the radiocarbon-14 dating method. The results indicated that the F1-3 segment of the
Kalawenguquan fault has been an active fault since the Holocene. Furthermore, the
Kalawenguquan fault was the seismogenic structure of the 2007 MS 5.9 Tekesi earthquake,
but its accumulated energy was not fully released [41]. There is still a possibility of large
earthquakes occurring on this fault in the future.

Due to abundant water resources, infrastructures such as reservoirs, tunnels, pipelines,
and other facilities have been planned to be built in the Kalawenguquan region. The
Kalawenguquan fault is about 43 km away from Tekesi City and 60 km away from Zhaosu
City, and it crosses the Yining–Akesu Railway. Therefore, reasonable evaluations of ground
motion parameters for near-field large earthquakes have important engineering significance
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for the seismic safety of major infrastructures and transportation routes and forthe urban
seismic planning of cities in Tekesi and Zhaosu. In the current study, we designed a multi-
scheme simulation and used the stochastic finite-fault method to consider the uncertainty
of various modeling parameters for the F1-3 fault.
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2. Materials and Methods
2.1. Materials
2.1.1. Maximum Credible Earthquake Magnitude

According to the differences in the seismic and geological activity of the Kalawen-
guquan fault, it can be divided into five segments (see Figure 1b).

Wang et al. [40] determined the horizontal displacement of the F1-3 segment to be
3.4 m. Based on a large number of historical earthquake source rupture models, Wells and
Coppersmith [42] established the following empirical relationship between the maximum
displacement and moment magnitude for strike-slip faults:

Mw = 6.81 + 0.68 log D, σ = 0.29 (1)



Appl. Sci. 2024, 14, 1451 4 of 20

Cheng et al. [43] compiled a homogeneous MW-based historical earthquake catalog
based on three Chinese earthquake catalogs and three global MW catalogs. They regressed a
constrained MS–MW relationship and their regression errors when MS ≥ 7.0 for the period
from 1976 to 2015 as follows:

MW = (1.28 ± 0.20)MS − (2.42 ± 1.47), σ = 0.14 (2)

Thus, we used Equations (1) and (2) to determine that the maximum credible earth-
quake for the F1-3 segment was MS 7.5.

2.1.2. Dip Angle

The F1-3 segment of the Kalawenguquan fault is the seismogenic fault responsible
for the Tekesi MS 5.9 earthquake that occurred on 20 July 2007 [41]. The focal mechanism
solution for this earthquake showed that the dip angle of the fault rupture plane was almost
vertical. Wang et al. [40] excavated a trench (Figure 1b) perpendicular to the fault’s scarps
that showed that the nearly vertical F1-3 fault dips toward southeast (145◦) with a dip angle
of 85◦. Thus, for the multi-scheme method, we set the fault dip angles to 80◦, 85◦, and 90◦,
which were equally weighted.

2.1.3. Rupture Length and Width

Based on Equation (2), we converted the maximum credible earthquake magnitude
(MS 7.5) of the F1-3 fault to MW 7.18. Considering the regression uncertainties in the
magnitude conversion relationship and the characteristics of the fault activity, we added
the calculated mean of MW 7.18 with one standard deviation (0.14) to obtain a maximum
potential earthquake magnitude of MW 7.3. Wells and Coppersmith [42] established an
empirical relationship between the surface rupture length and width for strike-slip faults
and moment magnitude; it is shown below:

Mw = 5.16 + 1.12 log L, σ = 0.28 (3)

Mw = 3.80 + 2.59 × log(W), σ = 0.45 (4)

We used Equations (3) and (4) to determine that the length of the fault rupture surface
caused by MW 7.3 earthquakes occurring on the F1-3 fault was about 82 km, and the width
of the rupture surface was about 22 km.

2.1.4. Quality Factor

Based on digital seismograms recorded at 17 stations in Xinjiang, Tang and Li [44]
used a genetic algorithm and the method proposed by Atkinson and Mereu [45] to calculate
the inelastic attenuation coefficient of seismic waves. The frequency-dependent S-wave
Q in the Xinjiang region was estimated to correspond to Q = 460.7f 0.515. Using the same
inverted method, Liu and Li [46] estimated the relationship between the Q values of inelastic
attenuation in northern Tianshan and determined that Q = 465.2f 0.53, which is similar to
the result obtained in [44]. Zhao et al. [47] used different inversion methods to invert the
frequency-dependent Q(f ) models for 13 regions and the site responses of 348 stations for
about 2573 events of 3.0 ≤ ML ≤ 6.0 from 2001 to 2010. The quality factor in the central
and eastern parts of the Tianshan Mountains was Q(f ) = 460.7f 0.52. To demonstrate the
influence of different Q(f ) models, we calculated their acceleration response spectra using
one source model, an initial rupture point of 1, and a rupture distance of 10 km, as shown
in Figure 2. We found that the quality factor had a relatively small impact on the ground
motion simulation results. Therefore, considering the seismic data and the different study
areas referred to above, we adopted the quality factor of Q(f ) = 460.7f 0.52 obtained by [47]
as the only model value for our multi-scheme simulations.
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2.1.5. Stress Drop

Using seismic data recorded during 112 earthquakes (3.0 ≤ MS ≤ 7.3), Xia [48]
determined the stress drop value of the Yutian area to be 8.2–118 bar. Before the Yu-
tian MS 7.3 earthquake and one hour after it, the stress drop was around 10 bars. Liu
et al. [46] used the omega-squared model to obtain the source parameters of 161 earth-
quakes (2.5 ≤ ML ≤ 5.0) that occurred between 2009 and 2011, and the obtained stress drop
was 0–60 bar with an average value of 30 bar. Therefore, the stress drop values selected
as the two schemes for the ground motion simulations were 30 and 60 bar, which were
equally weighted.

2.1.6. High-Frequency Attenuation

In the stochastic finite-fault method, the total site effect is accounted for by the pro-
duction of a crustal amplification function and a high-frequency attenuation function.
Atkinson and Silva [49] analyzed seismic data from Eastern Canada and found that the
high-frequency attenuation κ0 was influenced by site conditions. Even bedrock sites exhib-
ited significant high-frequency attenuation, although the effect was not significant, with
values ranging from 0.02 to 0.04 s. Campbell [50] estimated the κ0 for National Earthquake
Hazard Reduction Program (NEHRP) BC site profiles (sediment plus hard rock) in the
Mississippi embayment and the Atlantic coastal plain. Their results showed that the κ0
values increased from about 0.009 to 0.031 s for a sediment thicknesses ranging from 116 to
600 m. Fu and Li [51] used a database of 1597 accelerograms from more than 500 events
recorded at 44 stations in the range of 0–300 km (3.3 < MS < 8.0) from the 2008 Wenchuan
and 2013 Lushan earthquakes to study the characteristics of κ. The κ0 values of the JYD,
LSJ, and TQD site class A stations were 0.0034, 0.0022, and 0.0027 s, respectively. A total
of 334 accelerograms of 42 small-to-moderate earthquakes recorded at 36 strong-motion
stations were used to investigate the ground motion characteristics of the southwestern
margin of the Sichuan–Yunnan rhombic block [52]. The calculated κ0 values of the three
site class A stations ranged from 0.0014 to 0.0028 s. There are almost no research results
regarding κ0 for our study area, so we chose the empirical κ0 value mentioned above for
hard bedrock sites because major infrastructure sites are generally built on bedrock. Thus,
we adopted κ0 values of 0.015, 0.025, and 0.035 s by considering the uncertainty with equal
weighting in the multi-scheme method.
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2.1.7. Site Amplification Factor

Based on the arrival time data for MS ≥ 1.5 earthquakes recorded between 2009 and
2020 by the permanent stations of the Xinjiang regional digital seismic network, emer-
gency mobile stations, and some broadband seismic stations, Liu et al. [53] examined
the high-resolution three-dimensional P-wave and S-wave velocity structures of the crust
and uppermost mantle in the study area, along with hypocentral relocations, using the
double-difference tomography method. We adopted their one-dimensional S-wave ve-
locity structure of the shallow and deep crust in the middle of the Tianshan Mountains
near the F1-3 fault segment (Table 1). We calculated the average crustal amplification
factor of the rock site by using the quarter-wavelength approximation method [54], as
shown in Figure 3.

Table 1. The velocity structure.

Depth/km Vp/(km/s) Vs/(km/s)

0.0 5.11 3.06
5.0 5.46 3.40

10.0 6.04 3.51
15.0 6.03 3.56
20.0 6.07 3.67
25.0 6.22 3.56
30.0 6.22 3.68
40.0 6.67 3.69
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2.2. Source Model

The uncertainty of specifying appropriate methods for characterizing the source char-
acteristics of future earthquakes is one of the main uncertainties in the prediction of strong
ground motion. It is challenging to predict the source rupture process before an earthquake
occurs, and even the source models of different earthquakes that occur in the same seismo-
genic fault may differ, as is the case for the 2008 Wenchuan MW 7.9 earthquake and the 2013
Lushan MW 6.7 earthquake on the Longmen Shan fault. Therefore, determining how to
provide appropriate source slip models on fault zones for the prediction of near-field strong
ground motion for major infrastructure projects is a key issue that needs to be addressed.

We established two slip models to consider the source uncertainties. Slip Model 1 is
based on empirical models, and Slip Model 2 is based on seismic and geological character-
istics. We defined an asperity as a rectangular region that facilitates the generation of slip
models for future earthquakes [55]. Based on slip models of 15 earthquakes worldwide,
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Somerville et al. [55] conducted a statistical analysis of the empirical relationships of asperi-
ties. Their results showed that the 15 earthquakes analyzed had 39 asperities, or an average
of 2.6 asperities each. Since the maximum credible earthquake magnitude of the F1-3 fault
is MW 7.3 and the corresponding fault rupture length is 82 km, we set two asperities for the
source model scheme, as introduced in detail below.

2.2.1. Slip Model 1

Somerville et al.’s [55] result showed that the combined area of asperities, Aas, on
average occupies 22% of the total rupture area, which can be shown as follows:

Aas = 0.22 × L × W (5)

Here, L and W are the rupture length and rupture width, respectively.
The area of the largest asperity, Aa1, is approximately 16% of the total rupture area,

and the area of the other asperity, Aa2, is 6% of the total rupture area:

Aa1 = 0.16 × L × W (6)

Aa2 = 0.06 × L × W (7)

We assigned the asperities and other rupture areas different slips to appropriately
represent the inhomogeneity of the stress and slip on the rupture area. The average slip of

rupture area
–
D was calculated as follows [56]:

–
D =

M0

µA
(8)

where µ = 3 × 1011dyne/cm2 is the average shear modulus of the crust, A is the rupture
area, and M0 is the seismic moment. The seismic moment can be calculated based on
the empirical relationship between the moment magnitude of the maximum credible
earthquake and the seismic moment [57]:

MW =
2
3

log M0 − 10.7 (9)

The ratio of the average slip on the asperities to the average slip over the whole rupture
plane is independent of seismic moment, and the average value for the events studied was
about 2 [55]. Thus, the average slip on the asperities, Das, and on the other rupture areas,
Dbk, can be calculated as follows:

Das = 2.0 ×
–
D (10)

Dbk = 0.71 ×
–
D (11)

Based on the slip distribution data from 13 earthquakes [55] and additional data from
16 earthquakes, Wang [58] studied the characteristic parameters of asperities for shallow
earthquakes. For a strike-slip fault, the semi-empirical relationship between the distance
Xas from the fault reference point to the center of the largest asperity along the strike
direction and the rupture length is as follows:

log Xas = logL − 0.30 (12)

The semi-empirical relationship between the distance Yas from the top depth of a
fault to the center of the largest asperity along the dip direction and the rupture width is
as follows:

log Yas = logW − 0.28 (13)
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The empirical relationship between the length of the largest asperity, Las, and the fault
rupture length is as follows:

log Las = logL − 0.66 (14)

The empirical relationship between the width of the largest asperity, Was, and the fault
rupture width is as follows:

log Was = logW − 0.23 (15)

Referring to these empirical relationships, we determined the size and center location
of the largest asperity on the fault rupture surface, which was in the middle of the F1-3
fault. In addition, another smaller asperity was set at the location closest to Site 1, which
was tested to obtain the same results as setting it near Site 3, as shown in Figure 1b. Slip
model 1, determined based on the empirical relationships, is shown in Figure 4a. The
determined parameters are listed in Table 2.
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arrows show different rupture schemes; the subfault size is 2 × 2 km.
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Table 2. Parameters used for the stochastic finite-fault method.

Parameter Value Parameter Value

Fault strike N64◦E Average slip of rupture
area (m) 1.85

Inclination Southeast Slip of asperity (m) 3.7

Fault dip angle (◦) 80, 85, 90 Slip of background (m) 1.29

Fault rupture length (km) 82 Depth from upper fault
boundary (km) 0

Fault rupture width (km) 22 S-wave velocity (km/s) 3.6

Fault rupture area (km2) 1804 Average crustal
density (g/cm3) 2.8

Moment magnitude 7.3 Stress drop (bar) 30.0, 60.0

Seismic moment 1.0 × 1020 N · m Geometrical spreading 1/R

dl (km) 2 Quality factor Q(f ) = 460.7 f 0.52

dw (km) 2 κ0 (s) 0.015, 0.025, 0.035

Maximum asperity area
(km2) (Slip Model 1) 288 Other asperity area

(km2) (Slip Model 1) 112

Maximum asperity area
(km2) (Slip Model 2) 264 Other asperity area

(km2) (Slip Model 2) 140

2.2.2. Slip Model 2

The scaling relationships of earthquake rupture models are based on a relatively
small set of events, and there must be uncertainty in establishing a source model based on
empirical relationships. Therefore, we needed to identify an asperity on a rupture plane to
overcome our inability to accurately predict slip models of future earthquakes. Determining
earthquake recurrences, fault slip accumulation patterns, and offset accumulation patterns
based on geomorphic evidence can assist in identifying asperities. To determine its fault
activity characteristics, Wang et al. [40] conducted geological field and geomorphological
surveys of the F1-3 segment. They found a series of relatively intact linear reverse fault
scarps and large earthquake surface fractures along the length of the fault. A digital
elevation model image clearly showed offsets along the F1-3 fault, including visibly sinistral
offset rivers and gullies and T2 terraces. Therefore, it could be reasonably estimated that
the target fault was active in the recent period. They also excavated a trench, whose
location is shown in Figure 1b. They determined that four events had occurred on the
F1-3 fault that had offset sediments deposited during the Holocene. The radiocarbon-14
dating results for the trench samples indicated that the elapsed time of the latest event was
approximately 1670 a, which is close to the characteristic earthquake recurrence interval of
2000 a [40]. The geological and geomorphological results presented in [40] revealed that
the southwestern segment of the F1-3 fault is the most active, and there is a high seismic
risk of large earthquakes on this fault in the future. Therefore, we set the largest asperity to
be in this location.

On 20 July 2007, the Xinjiang Tekesi MS 5.9 earthquake occurred in the eastern part of
the F1-3 fault (see Figure 1b). Based on the tectonic stress field and the focal mechanism
solution of the Tekesi MS 5.9 earthquake, Li et al. [41] ascertained that the NEE-trending
Kalawenguquan fault was the seismogenic structure for this earthquake, specifically where
the fault is inclined toward the southeast with a dip angle greater than 50◦. There is an
earthquake gap near the source, which may be due to the relatively complete medium in
this area. The F1-3 fault exhibits strong tectonic activity with high stress accumulation [59].
The absence of MS > 4.0 aftershocks in the Tekesi earthquake sequence may indicate that
the energy accumulated in the F1-3 fault has not been fully released, and there is a risk of
strong earthquakes in the future.
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In summary, accounting for the geological, geomorphological, and seismic character-
istics of the F1-3 fault, we established Slip Model 2. We set the largest asperity to be near
Site 1 (see Figure 1b) and the smallest asperity to be at the epicenter of the 2007 Tekesi
MS 5.9 earthquake. The location of the asperities and initial rupture points in the fault
rupture area are shown in Figure 4b.

2.3. Stochastic Finite-Fault Modeling Methods

To evaluate the ground motion parameters generated by a maximum credible earth-
quake at a near-field site, we employed stochastic finite-fault modeling based on dynamic
corner frequency, which has been confirmed to be suitable for engineering applications [60]
(EXSIM12). In the stochastic finite-fault modeling of ground motions, a rupture fault is
divided into N subfaults with a length of ∆l and a width of ∆w, where each subfault is
considered a small point source. The ground motion contributed by each subfault can be
calculated using the stochastic point-source method and then summed at the observation
point with an appropriate time delay to obtain the acceleration time series, a(t), caused by
the entire ruptured fault, as follows:

a(t) = ∑nl
i=1 ∑nw

j=1 aij
(
t+∆tij

)
(16)

where nl is the number of subfaults along the strike of the entire ruptured fault and nw is
the number of subfaults along the dip. ∆tij denotes the relative delay time for the radiated
wave from the ijth subfault to the site. aij(t) represents the acceleration time series of the
ijth subfault at the site simulated using the stochastic point-source method [30].

Motazedian and Atkinson [60] reported the dynamic corner frequency and acceleration
spectrum of the shear wave of the ijth subfault Aij(f ) as follows:

Aij( f ) =
{

CM0ij (2π f )2/
[
1+

(
f0ij

)2
]}{

G
(

Rij
)
exp

(
−π f Rij/Qβ

)}
{A( f ) exp(−π f κ0)} (17)

where M0ij, f0ij, and Rij represent the seismic moment of the subfault, the dynamic corner
frequency, and the distance from the ijth subfault to the site, respectively. For the constant
C = RθφFV

4πρβ3 , Rθφ denotes the radiation pattern (average value of 0.55 for shear waves);
F denotes the free surface amplification, which is usually taken as 2.0; the partition of the
two horizontal components of V is 0.71; ρ denotes the density near the source; and β denotes
the average crustal shear wave velocity [61,62]. The term exp(−π f κ0) is a high-cut filter
that considers the near-surface attenuation effects, and κ0 denotes the spectral decay at
high frequencies [51,63]. The quality factor Q( f ) is related to the anelastic attenuation
caused by the propagation path. G

(
Rij

)
is the geometrical spreading, which is given by a

trilinear piecewise model, and A( f ) is the local site amplification, as mentioned in Boore’s
work [62].

The source corner frequency of the ijth subfault is expressed as follows:

f0ij = 4.9 × 10+6·β (∆ σ/M0ij
)1/3 (18)

where ∆σ is the stress drop and M0ij represents the seismic moment of the ijth subfault,
which can be expressed as follows:

M0ij =
M0

N
Sij

∑nl
l=1(∑

nw
k=1 Skl)/N

=
M0Sij

∑nl
l=1 ∑nw

k=1 Skl
(19)

Here, Sij is the relative slip weight of the ijth subfault.
The dynamic corner frequency of the ijth subfault, f0ij(t), can be defined as a function

of NR(t) and the cumulative number of ruptured subfaults at time t as follows:

f0ij(t) = 4.9E+6·NR(t)
−1/3·β (∆ σ/M0ave)

1/3 (20)
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where M0ave = M0
N represents the average seismic moment of all subfaults. Moreover,

Motazedian and Atkinson [60] introduced a scaling factor, Hij, that conserves the high-
frequency spectral level of subfaults, which can be expressed as follows:

Hij =

N
∫

f 2/
[
1+( f / f0)

2
]
df∫

f 2/
[
1+

(
f / f0ij

)2
]
df


1/2

(21)

Thus, the acceleration spectrum of the ijth subfault, Aij( f ), is expressed as follows:

Aij( f ) = CM0ijHij (2π f )2/
[
1+

(
f / f0ij

)2
]

(22)

Boore [64] introduced a modification of Frankel’s filter to constrain the low-frequency
source spectrum of this method, as follows:

S( f ) = C
1+( f / f0sf)

2

1+( f / f0eff)
2 (23)

where f0sf represents the corner frequency of the ijth subfault, C =
√

N/H, and f0eff =
f0sf/

√
C represents the effective source corner frequency for the ijth subfaults.

2.4. Multi-Scheme Ground Motion Simulations

The current approach to predict ground motion parameters at near-field sites is usually
to take only one set of ground motion simulation parameters or to use the ground motion
prediction equation to calculate average values, thereby ignoring inevitable aleatory and
epistemic uncertainties. Thus, we used different modeling parameters to design a logic
tree for ground motion simulation. As mentioned above, taking the F1-3 fault as the
seismogenic structure, we determined multiple values for the fault’s geometric parameters,
slip models, and other ground motion modeling parameters. We then designed multi-
scheme simulations with different parameter combinations and calculated the results of
each scheme using the stochastic finite-fault method. The stochastic finite-fault modeling
method contains aleatory uncertainties. Thus, to make the simulation results more reliable
and the standard deviation of the average response spectrum more stable, we conducted
30 simulations for each group of the above parameters, with a weight coefficient of 1/30
for each scheme. A flowchart of the multi-scheme ground motion simulation for the
2160 schemes is shown in Figure 5. The fault geometric parameters and ground motion
modeling parameters used in our study are shown in Table 2.
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model, location of the initial rupture point, dip angle, stress drop, kappa, and number of simula-
Figure 5. Multi-scheme flowchart. Slip Model 1, pointi, dipi, ∆σi, κ0 i, and Ni denote the source
model, location of the initial rupture point, dip angle, stress drop, kappa, and number of simulations,
respectively, and a1, ri, di, si, ki, and ni denote the corresponding weight coefficients, respectively.
For the rupture schemes, the values in parentheses represent the distances between the initial rupture
point and the fault reference points along the fault strike and rupture width, respectively.
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The formula for the total weight coefficient Wi of the ith scheme is as follows:

Wi = ai·ri·di·si·ki·ni· (24)

where ai, ri, di, si, ki, and ni represent the weights of the slip model, initial rupture point,
dip angle, stress drop, κ0, and number of simulations, respectively, of the ith scheme.

3. Results
3.1. The Influence of Slip Models

In addition to Slip Models 1 and 2, we used a random model for a comparative analy-
sis [60]. Based on the modeling parameters and their weights, as shown in Figure 5, we
selected Site 1 to calculate the ground motion parameters for the different slip models. The
calculated PGA and acceleration response spectra for each scheme were statistically ana-
lyzed. The minimum, average, maximum, and 50th-, 84th-, and 95th-percentile PGA values
for the three source models are listed in Table 3. Figure 6 shows the average and the
84th-percentile statistical acceleration spectra for all schemes of each slip model.

Table 3. Peak ground acceleration (PGA) simulation results for Site 1.

Source Model
PGA (gal)

Min 50th-Percentile Average 84th-Percentile 95th-Percentile Max

Slip Model 1 145.5 349.7 348.5 512.9 622.8 929.1
Slip Model 2 100.2 239.2 238.5 350.0 423.4 687.3

Random model 88.6 236.0 236.8 350.4 428.5 667.1
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As shown in Table 3, the minimum, average, maximum, and 50th-, 84th-, and 95th-percentile
PGA values for Slip Model 1 are significantly higher than those for Slip Model 2 and the random
model. The minimum, average, and 50th-percentile PGA values for Slip Model 2 are higher
than those for the random model and lower than those for the random model for the 84th- and
95th-percentiles. Though the maximum PGA for Slip Model 2 is higher than that for the random
model, we consider it an accidental occurrence of a single event or a value caused by a random
slip distribution model and thus not representative of the overall characteristics.
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In Figure 6, the acceleration response spectra of the average and 84th-percentile values
of Slip Model 1 are higher than those of Slip Model 2 and the random model, while the
results of Slip Model 2 are comparable to those of the random model and are close to
the average response spectra of Slip Model 1. The difference between the results of Slip
Model 1 and Slip Model 2 is significant, while the difference between Slip Model 2 and the
random model is relatively small. When T < 1 s, the 84th-percentile acceleration value of
Slip Model 2 is close to the result of the random model, and the 84th-percentile acceleration
of Slip Model 2 is higher after T > 1 s. The patterns of the average value for these two slip
models are similar. When T < 0.1 s, the average values of Slip Model 2 and the random
model are comparable, and the result of Slip Model 2 is higher after T > 0.1 s.

Because the values and weights of each modeling parameter were the same, we
considered the differences in the results to be caused by the different slip models used
for the rupture area. By analyzing the slip distribution characteristics of the different slip
models, we found that the PGA and acceleration response spectra of the random model
were similar to those of Slip Model 2, in which the largest asperity was closer to the site,
but significantly different from those of Slip Model 1, in which the largest asperity was
further from the site. Therefore, we could conclude that the random model may not be
applicable for the prediction of near-field ground motion parameters for large earthquakes,
which requires the consideration of special situations.

3.2. The Influence of Initial Rupture Points

The location of the initial rupture point controls the distribution and superposition of
energy on the rupture plane [62]. In this study, three initial rupture points were established
on the fault, namely, points a quarter of the way in from both ends of the fault and a point in
the middle of the fault, as shown in Figure 4. The depth of the three rupture points was set
to 15 km. Different rupture propagation directions may result in different ground motion
parameters. In this case, the rupture direction could be from either the southwest end of the
fault to the northeast end of the fault or vice versa. Thus, combining the rupture directions
and the initial rupture points, we adopted four rupture schemes, represented by points
1–4 in Figure 4. Moreover, adopting different weight coefficients can also lead to different
results. We designed 12 weight schemes with different weight coefficient combinations for
points 1–4, as shown in Table 4.

Table 4. Weight schemes for the different initial rupture points.

Weight Scheme Point 1 Point 2 Point 3 Point 4

1 0.1 0.4 0.4 0.1
2 0.2 0.3 0.3 0.2
3 0.4 0.1 0.1 0.4
4 0.4 0.1 0.4 0.1
5 0.3 0.2 0.2 0.3
6 0.3 0.2 0.3 0.2
7 0.2 0.2 0.3 0.3
8 0.1 0.1 0.4 0.4
9 0.4 0.4 0.1 0.1
10 0.3 0.3 0.2 0.2
11 0.1 0.4 0.1 0.4
12 0.25 0.25 0.25 0.25

Based on the values and weights of the other simulation parameters shown in Figure 5,
we adopted Site 1 in Figure 1b and the stochastic finite-fault approach to obtain the simula-
tion results. Comparisons of the 84th-percentile PGA and acceleration response spectra of
the ground motion simulations for Slip Models 1 and 2 are presented in Tables S1 and S2,
respectively. The results show that the different weight schemes of the initial rupture point
had a very limited impact on the simulation result for both Slip Models 1 and 2. Detailed
analysis revealed that the simulation results for Slip Models 1 and 2 show slight differences
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when T < 0.5 s, but these results are almost equal when T > 0.5 s. For Slip Model 1, the PGAs
for weight schemes 1, 4, and 9 are slightly higher than those for the other weight schemes.
We found that the total weights of points 1–3 located near the asperities for weight schemes
1, 4, and 9 are higher. Conversely, the PGAs of weight schemes 3, 8, and 11 are lower, and
their weight compositions show that the weights of points 1–3 are lower, while the weights
of point 4 are higher. For Slip Model 2, the simulation results are slightly higher when the
sum weights of points 2 and 3 are higher, as reflected by the simulation results of weight
scheme 1. In summary, the different weight schemes of the initial rupture point had a very
limited impact on the simulation results.

Then, with the other parameters remaining unchanged, we adopted weight scheme 12
to analyze the impact of different initial rupture point depths along the rupture width on
the simulation results. We calculated the average and 84th-percentile acceleration response
spectra of the ground motion simulations for the two source models using the following
depths for the initial rupture point: 11, 13, 15, 17, and 19 km (Figure 7). The results of the
two slip models show that as the depth of the initial rupture point increases, the simulation
results of the ground motion parameters also increase. However, the effect of the change in
the depth of the initial rupture point on the simulation results was not significant.
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3.3. The Influence of Sites

We then analyzed and compared the uncertainties of the different site locations based
on the results of the multi-scheme ground motion simulations. We used the values and
weights of the various simulation parameters (Figure 5), weight scheme 12 (Table 4), and the
six different site locations (Figure 1b). The obtained average acceleration response spectra
of Slip Models 1 and 2 are shown in Figure 8a,b, respectively. The 84th-percentile results
are shown in Figure 8c,d. For Slip Model 1, the average and 84th-percentile acceleration
response spectra of Site 1 and Site 2 are higher than those of Site 3, while the results for
Sites 4 and 5 are higher than those for Site 6 (Figure 8a,c). Moreover, for both the average
and 84th-percentile results, the simulated acceleration response spectra of Site 1, Site 2, and
Site 3 are higher than those of Site 4, Site 5, and Site 6, respectively. The results show that
when the site is located on the hanging wall of the fault, the acceleration response spectrum
is higher than that for a site located on the footwall. We can obtain the same conclusion for
Slip Model 2 (Figure 8b,d).

Appl. Sci. 2024, 14, x FOR PEER REVIEW 16 of 21 
 

fault, the acceleration response spectrum is higher than that for a site located on the 
footwall. We can obtain the same conclusion for Slip Model 2 (Figure 8b,d).  

 
Figure 8. Simulation results for Slip Models 1 and 2 at different sites. The average acceleration re-
sponse spectra for (a) Slip Model 1 and (b) Slip Model 2; the 84th-percentile results for (c) Slip 
Model 1 and (d) Slip Model 2. 

To analyze the reasons for this phenomenon and determine the roles of the different 
initial rupture points in the results of the ground motion simulations, we further com-
pared the effects of different combinations of sites and initial rupture points on the sim-
ulation results yielded by the two source models. We used the same simulation parame-
ters (Figure 5) and Sites 1–3. The average and 84th-percentile values for Slip Model 1 are 
shown in Figure 9a,b, respectively. For Slip Model 2, the average value is shown in Fig-
ure 9c, and the 84th-percentile result is shown in Figure 9d. As shown in Figure 9, we 
found that point 1 for the different sites is higher than the other points for the same site in 
Slip Model 1, and points 2 and 3 are higher than points 1 and 4 in Slip Model 2 at the 
same site. For the different sites, when the initial rupture point is located near a smaller 
asperity rather than a larger asperity, the simulation results are greater than those for the 
other schemes. For both source models, the simulation results for Site 3 are lower than 
those of Sites 1 and 2. The acceleration response spectra of the four initial rupture points 
for Site 3 in Slip Model 1 are approximately coincident. However, the result for point 4 is 
significantly lower than the other three initial rupture points for Slip Model 2, which may 
be due to the longer distance from the largest asperity to point 4.  

Figure 8. Simulation results for Slip Models 1 and 2 at different sites. The average acceleration re-
sponse spectra for (a) Slip Model 1 and (b) Slip Model 2; the 84th-percentile results for (c) Slip Model 1
and (d) Slip Model 2.

To analyze the reasons for this phenomenon and determine the roles of the different
initial rupture points in the results of the ground motion simulations, we further compared
the effects of different combinations of sites and initial rupture points on the simulation
results yielded by the two source models. We used the same simulation parameters
(Figure 5) and Sites 1–3. The average and 84th-percentile values for Slip Model 1 are shown
in Figure 9a,b, respectively. For Slip Model 2, the average value is shown in Figure 9c, and
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the 84th-percentile result is shown in Figure 9d. As shown in Figure 9, we found that point
1 for the different sites is higher than the other points for the same site in Slip Model 1,
and points 2 and 3 are higher than points 1 and 4 in Slip Model 2 at the same site. For the
different sites, when the initial rupture point is located near a smaller asperity rather than a
larger asperity, the simulation results are greater than those for the other schemes. For both
source models, the simulation results for Site 3 are lower than those of Sites 1 and 2. The
acceleration response spectra of the four initial rupture points for Site 3 in Slip Model 1 are
approximately coincident. However, the result for point 4 is significantly lower than the
other three initial rupture points for Slip Model 2, which may be due to the longer distance
from the largest asperity to point 4.
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and (d) 84th-percentile values for Slip Model 2.

4. Discussion and Conclusions

To estimate reliable ground motion predictions for an area with sparse seismic data, we
considered the effect of parameter uncertainty by calculating different values for the same
simulation parameters using the proven stochastic finite-fault method to simulate the near-
field strong ground motion of large earthquakes. In this work, our goal was to consider the
extreme situation wherein the maximum credible earthquake occurs on the Kalawenguquan
fault. Though we obtained the minimum, average, maximum, and 50th-, 84th-, and 95th-
percentile PGA values and acceleration response spectra for multi-scheme ground motion
simulations, we mainly drew conclusions based on the average and 84th-percentile results.
It is worth noting that the 84th-percentile provides the uncertainty of the multi-scheme
results calculated using different ground motion simulation parameters and represents the
maximum credible ground motion parameters for deterministic seismic hazard.
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We analyzed the slip distribution characteristics of Slip Model 1, Slip Model 2, and a
random model. We found that when the largest asperity was closer to Site 1 when using
Slip Model 2, the minimum, average, maximum, and 50th-, 84th-, and 95th-percentile PGA
values were all lower than those of Slip Model 1, wherein the largest asperity was further
from the site. The average and 84th-precentile acceleration response spectra for Slip Model
1 are higher than those of Slip Model 2 (Figure 6). This contradicts the notion that higher
ground motion parameters are obtained when the largest asperity is located closest to the
site. Moreover, it is not suitable to use random models when conducting near-field ground
motion simulations for Site 1 for large earthquakes, as they do not represent the maximum
ground motion scenario. Though different percentiles of PGA and acceleration response
spectra for Slip Model 2 are lower, we think that the geological and geomorphological
data have effects on the near-field ground motion simulation. If the location of the largest
asperity inferred from the geological and geomorphological data is consistent with that
shown in Slip Model 1, its impact on ground motion simulation is significant.

As the weight schemes and depths of the initial rupture point changed, the simulation
results showed very little variation. The historical seismic depth, locking depth, and depth
distribution of small earthquakes can be used to determine the depth of the initial rupture
point. We could also appropriately reduce the value scheme for the initial rupture point in
our simulations.

We compared ground motion simulations at different site locations near the F1-3
segment of the Kalawenguquan fault, as shown in Figure 8. The results showed that the
response spectra of the sites located on the hanging wall of the fault were higher than those
of sites located on the footwall. In Figure 8a–d, as Site 1, Site 2, Site 4, and Site 5 are closer to
the largest and other asperities, we found that the results of the ground motion simulations
wherein the site was located near the asperities were greater than when the site was located
further away from the asperities. In addition, the response spectra of Site 1 are higher
than those of Site 2 for Slip Model 1, while the results of Slip Model 2 are the opposite
(Figure 8c,d). This indicates that when the site is located on a smaller asperity and has a
certain distance from the largest asperity, the simulation results are greater. Nakamura
et al. [65] investigated the source rupture process of the 12 May 2008 Wenchuan earthquake.
Their results showed that five asperities may have been located along the rupture area, and
the initial rupture point was near the second-largest asperity. Fu and Li [23] compared
the observed PGA and simulated PGA distributions of 1671 accelerograms from the main-
shocks and aftershocks of the Wenchuan MS 8.0 earthquake recorded at 50 strong-motion
observational stations. They found that the observed PGAs of the MZQ station located
near the second-largest asperity of the Longmen Shan fault were larger than those for the
SFB station, which was near the largest asperity. This result indicates that our conclusion is
consistent with an actual strong earthquake.

In Figure 9a,b, we can see that Site 1 and Site 2 at point 1 for Slip Model 1 are relatively
close, constituting the highest results of all the schemes. However, for Slip Model 2, the
results for Site 1 at different points are lower than those of Site 2. Although the depth of the
initial rupture point had limited impact on the ground motion parameters, the relationship
between its location on the rupture plane and the distribution of the asperities and site
locations had a significant impact on the results. Therefore, this relationship requires
careful consideration in near-field ground motion simulations for large earthquakes. How
to reasonably determine a source model and whether to choose a random source model
need to be considered when simulating the ground motion parameters for near-field strong
ground motion at major infrastructure sites.

As mentioned in Section 2, we have provided a detailed description for the selection
of ground motion modeling parameters, including the maximum credible earthquake, fault
length, fault width, fault dip angle, inclination, high-frequency attenuation (κ0), quality
factor (Q(f )), site amplification factor, etc. We fixed other parameters and considered
the uncertainty of the dip angle, stress drop, kappa, and initial rupture point in our
multi-scheme ground motion simulation. We did not consider the uncertainty of other
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parameters, which does not mean that these parameters are not important. On the contrary,
the determination of these parameters determines whether the evaluation of ground motion
parameters is reasonable, so we described the selection of each parameter earlier.

Yu et al. [19] and Zhang et al. [20] used the stochastic finite-fault method to analyze
the effect of the uncertainty of fault dip angle, stress drop, and kappa. The results presented
in [19] showed that the PGA values increased with the increase in stress drop and the
decrease in kappa. Zhang et al. [20] found that the closer the dip angle is to 90◦, the larger
the rupture distance and the higher the simulated results obtained. So, we did not discuss
these parameters’ uncertainties in the results and instead focused on the effect of the initial
rupture point, site location, source model, and their weights on the simulation results. Of
course, multi-scheme ground motion simulations can also consider the uncertainty of other
modeling parameters, such as fault length and fault width. However, as these parameters
change, the maximum credible earthquake magnitude and slip model will also change,
making the calculations more complex. This issue poses challenges for multi-scheme
ground motion simulation, so we need to conduct further research on this aspect.

Our motivation was mainly related to major infrastructure. However, a reliable
estimation of ground motion input is also important for common structures belonging to the
building stock. We usually use seismic hazard maps to guide the seismic hazard assessment
of common structures in China. Since the multi-scheme method is not only applicable to
major infrastructure but also to common structures, we can extend the applications of the
multi-scheme method in seismic hazard assessment to more engineering structures.

Supplementary Materials: The following supporting information can be downloaded at: https:
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