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Abstract: Although other methods exist to store and manage data in modern information technology,
the standard solution is file systems. Therefore, keeping well-organized file structures and file
system layouts can be key to a sustainable research data management infrastructure. However,
file structures alone lack several important capabilities for FAIR data management: the two most
significant being insufficient visualization of data and inadequate possibilities for searching and
obtaining an overview. Research data management systems (RDMSs) can fill this gap, but many
do not support the simultaneous use of the file system and RDMS. This simultaneous use can have
many benefits, but keeping data in RDMS in synchrony with the file structure is challenging. Here,
we present concepts that allow for keeping file structures and semantic data models (in RDMS)
synchronous. Furthermore, we propose a specification in yaml format that allows for a structured
and extensible declaration and implementation of a mapping between the file system and data
models used in semantic research data management. Implementing these concepts will facilitate the
re-use of specifications for multiple use cases. Furthermore, the specification can serve as a machine-
readable and, at the same time, human-readable documentation of specific file system structures. We
demonstrate our work using the Open Source RDMS LinkAhead (previously named “CaosDB”).

Keywords: research data management; FAIR; file structure; file crawler; semantic data model

1. Introduction

Data management for research is part of an active transformation, which is required
in order meet the needs of increasing amounts of complex data. Furthermore, the FAIR
guiding principles [1] for scientific data, which are an elementary part of numerous data
management plans, funding guidelines and data management strategies of research or-
ganisations (e.g., [2,3]), require scientists to review and enhance their established data
management workflows.

One particular focus of this endeavor is the introduction and expansion of research
data management systems (RDMSs). These systems help researchers organize their data
during the whole data management life cycle, especially by increasing findability and
accessibility [4]. Furthermore, semantic data management approaches [5] can increase
the reuse and reproducibility of data that are typically organized in file structures. As it
was pointed out in [4], one major shortcoming of file systems is the lack of rich metadata
features, which additionally limits search options. Typically, RDMSs employ database
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management systems (DBMSs) to store data and meta data, but the degree to which data is
migrated, linked, or synchronized into these systems can vary substantially.

The import of data into an RDMS typically requires the development of data integra-
tion procedures that are tied to the specific workflows at hand. While very few standard
products exist [6], in practice, mostly custom software written in various programming
languages and making use of a high variety of different software packages are used for data
integration in scientific environments. There are two main workflows for integrating data
into RDMSs: Manual input of data (e.g., using forms [7]) or facilities for the batch import
of data sets. The automatic methods often include data import routines for predefined
formats, like tables in Excel or CSV format [8,9]. Some systems include plugin systems to
allow for a configuration of the data integration process [10]. Sometimes, data files have
to be uploaded using a web front-end [11] and are afterwards attached to objects in the
RDMSs. In general, developing this kind of software can be considered very costly [6], as it
is highly dependent on the specific environment. Data import can still be considered one of
the major bottlenecks for the adaption of an RDMS.

There are several advantages for using an RDMS over organization of data in classical
file hierarchies. There is a higher flexibility in adding metadata to data sets, while these
capabilities are limited for classical file systems. The standardized representation in an
RDMS improves the comparability of data sets that possibly originate from different file
formats and data representations. Furthermore, semantic information can be seamlessly
integrated, possibly using standards like RDF [12] and OWL [13]. The semantic information
allows for advanced querying and searching, e.g., using SPARQL [14]. Concepts like
Linked Data [15,16] and FAIR Digital Objects (FDO [17]) provide overarching concepts
for achieving more standardized representations within RDMSs and for publication on
the web. Specifically, the FDO concept aims at bundling data sets with a persistent digital
identifier (PID) and its meta data to self-contained units. These units are designed to be
machine-actionable and interoperable, so that they have the potential to build complex and
distributed data processing infrastructures [17].

1.1. Using File Systems and RDMSs Simultaneously

Despite the advantages mentioned above, RDMSs have still failed to gain a widespread
adoption. One of the key problems in the employment of an RDMS in an active research
environment is that a full transition to such a system is very difficult: Most digital scientific
workflows are in one or multiple ways dependent on classical hierarchical file systems [4].
Examples include data acquisition and measurement devices, data processing and analysis
software, and digitized lab notes and material for publications. The complete transition to
an RDMS would require developing data integration procedures (e.g., extract transform
load (ETL) [6,18] processes) for every digital workflow in the lab and to provide interfaces
for in- and output to any other software involved in these workflows.

As files on classical file systems play a crucial role in these workflows, our aim is
to develop a robust strategy to use file systems and an RDMS simultaneously. Rather
than requiring a full transition to an RDMS, we want to make use of the file system as
an interoperability layer between the RDMS and any other file-based workflow in the
research environment.

There are two important tasks that need to be solved and that are the main focus of
this article:

1. There must be a method to keep data and meta data in the RDMS synchronized
with data files on the file system. Using that method, the file system can be used as
interoperability layer between the RDMS and other software and workflows. Our
approach to solving this issue is discussed in detail in Section 2.1. One key component
of the synchronization method is the definition of identity for data in the RDMS,
which is discussed in Section 2.3.

2. The high variety of different data structures found on the file system needs an adaptive
and flexible approach for data integration and synchronization into the RDMS. We
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discuss our solution for this task in Section 2.2.1 where we present a standardized
but highly configurable format for mapping information from files to a semantic
data model.

Apart from the main motivation, described above, we have identified several ad-
ditional advantages of using a conventional folder structure simultaneous to an RDMS:
Standard tools for managing the files can be used for backup (e.g., rsync), versioning (e.g.,
git), archiving, and file access (e.g., SSH). Functionality of these tools does not need to
be re-implemented in the RDMS. Furthermore, the file system can act as a fallback in
cases where the RDMS might become unavailable. This methodology, therefore, increases
robustness. As a third advantage, existing workflows relying on storing files in a file system
do not need to be changed, while the simultaneous findability within an RDMS is available
to users.

The concepts described in this article can be used independent of a specific RDMS
software. However, as a proof-of-concept, we implemented the approach as part of the file
crawler framework that belongs to the LinkAhead [19,20] project (CaosDB was recently
renamed LinkAhead.). The crawler framework is released as Open Source software under
AGPLv3 (see Appendix A).

1.2. Example Data Set

We will illustrate the problem of integrating research data using a simplified example
that is based on the publication of [21]. This example will be used in Section 2 to demon-
strate our data integration concepts. Examples for more complex data integration, e.g., for
data sets found in the neurosciences (BIDS [22] and DICOM [23]) and in the geosciences,
can be found online (see Appendix B). Although the concept is not restricted to data stored
on file systems, we will assume for simplicity here, that the research data are stored on a
standard file system with a well-defined file structure layout:

ExperimentalData/
2020_SpeedOfLight/

2020-01-01_TimeOfFlight
README.md
...

2020-01-02_Cavity
README.md
...

2020-01-03
README.md
...

The above listing replicates an example with experimental data from [21] using a
three-level folder structure:

• Level 1 (ExperimentalData) stores rough categories for data, in this data acquired
from experimental measurements.

• Level 2 (2020_SpeedOfLight) is the level of project names, grouping data into inde-
pendent projects.

• Level 3 stores the actual measurement folders, which can also be referred to as “scien-
tific activity” folders in the general case. Each of these folders could have an arbitrary
substructure and store the actual experimental data along with a file README.md,
containing meta data.

The generic use case of integrating data from file systems involves the following
sub tasks:

1. Identify the required data for integration into the RDMS. This can possibly involve
information contained in the file structure (e.g., file names, path names, or file exten-
sions) or data contained in the contents of the files themselves.



Data 2024, 9, 24 4 of 15

2. Define an appropriate (semantic) data model for the desired data.
3. Specify the data integration procedure that maps data found on the file system (in-

cluding data within the files) to the (semantic) data in the RDMS.

A concrete example for this procedure including a semantic data model is provided
in Section 2.2. We discuss in Section 1.1 that there are already many use cases that can
benefit from the simultaneous use of the file system and RDMS. Therefore, it is important
to implement reliable means for identifying and transferring the data not only once, as a
single “data import”, but allowing for frequent updates of existing or changed data. Such
an update might be needed if an error in the raw data has been detected. It can then be
corrected on the file system and the changes need to be propagated to the RDMS. Another
possibility is that data files that are actively worked on have been inserted into the RDMS.
A third-party software is used to process these files and, consequently, the information
taken from the files has to be frequently updated in the RDMS.

We use the term “synchronization” here to refer to the possible insertion of new
data sets and to update existing data sets in the same procedure. To avoid confusion, we
want to explicitly note here that we are not referring to bi-directional synchronization.
Bi-directional synchronization means that information from RDMS that is not present in
the file system can be propagated back to the file system, which is not possible in our
current implementation. Although ideas exist to implement bi-directional synchronization
in the future, in the current work (and also the current software implementation), we focus
on the uni-directional synchronization from the file system to the RDMS. Extensions to
bi-directional synchronization will be discussed in the outlook in Section 3.4.2.

1.3. LinkAhead

In this section, LinkAhead and its data model will be briefly introduced, as this soft-
ware will be used for demonstrating our data integration concept. LinkAhead was designed
as an RDMS mainly targeted at active data analysis. So, in contrast to electronic lab note-
books (ELNs), which have a stronger focus on data acquisition, and data repositories,
which are used to publish data, data in LinkAhead are assumed to be actively worked on
by scientists on a regular basis. Its scope for single instances (which are usually operated
on-premises) ranges from small work groups to whole research institutes. Independent of
any RDMS, data acquisition typically leads to files stored on a file system. The LinkAhead
crawler synchronizes data from the file system into the RDMS. LinkAhead provides multi-
ple interfaces for interacting with the data, such as a graphical web interface and an API that
can be used for interfacing the RDMS from multiple programming languages. LinkAhead
itself is typically not used as a data repository, but the structured and enriched data in
LinkAhead serves as a preparation for data publication and data can be exported from the
system and published in data repositories. The semantic data model used by LinkAhead is
described in more detail in Section 1.3.1. LinkAhead is an open source software, released
under AGPLv3 (see Appendix A).

1.3.1. Data Models in LinkAhead

The LinkAhead data model is basically an object-oriented representation of data
which makes use of four different types of entities: RecordType, Property, Record and
File RecordTypes, and Properties define the data model, which is later used to store
concrete data objects, which are represented by Records. In that respect, RecordTypes and
Properties share a lot of similarities with ontologies, but have a restricted set of relations,
as described in more detail in [19]. Files have a special role within LinkAhead as they
represent references to actual files on a file system, but allow for linking them to other
LinkAhead entities and, e.g., adding custom properties.

Properties are individual pieces of information that have a name, description, op-
tionally a physical unit, and can store a value of a well-defined data type. Properties are
attached to RecordTypes and can be marked as “obligatory”, “recommended”, or “sug-
gested”. In case of obligatory Properties, each Record of the respective RecordType is
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enforced to set the respective Properties. Each Record must have at least one RecordType
and RecordTypes can have other RecordTypes as parents. This is known as (multiple)
inheritance in object-oriented programming languages.

In Figure 1, an example data model is shown in the right column in a UML-like
diagram: There are three RecordTypes (Project, Person, and Experiment), each with
a small set of Properties (e.g., an integer Property called “year” or a Property re-
ferring to records of type Person called “responsible”). The red lines with a diamond
show references between RecordTypes, i.e., where RecordTypes are used as Properties in
other RecordTypes.

Person

.
├── DataAnalysis
│   └── 2019_ElementaryCharge
└──

└── 2020_SpeedOfLight
 ├── 2020-01-01_TimeOfFlight
 ├── 2020-01-02_Cavity
 └── 2020-01-03
 └── README.md

---
description: An example directory
responsible: Florian Spreckelsen
...

Project

Experiment

year: Integer
identifier: Text

Project: Project
date: Datetime
identifier: Text
description: Text
responsible: Person

lastName: Text
firstName: Text
emailAddress: Text
phoneNumber: Integer

ExperimentalData
 

Figure 1. Mapping between file structure and data model. Blue lines indicate which pieces of
information from the file structure and file contents are mapped to the respective properties in the
data model.

2. Results

We solved the issues described in Section 1.1 using a modular crawler system, which
is discussed extensively in this section. The main task of the crawler is to automatically
synchronize information found in the file system to the semantic RDMS. The modularity
of the crawler is achieved by providing a flexible configuration of synchronization and
mapping rules in a human- and machine-readable YAML format. Using these configuration
files (which we will refer to as CFoods), it is possible to adapt the crawler to heterogeneous
use cases. These crawler definitions will be described in Section 2.2. We assumed that a
semantic data model that is appropriate for the data structures has been created. As an
example, we discuss the data model that is shown in Figure 1 in the right column.

In order to be able to synchronize information from the file system with the RDMS,
a specification of the identity of the objects is needed. This will allow us to check which
objects are already present in the RDMS and, therefore, need an update instead of an insert
operation. Our concept, which is similar to unique keys in relational database management
systems, will be discussed in Section 2.3. Our implementation of the procedure, the
LinkAhead crawler, makes use of these concepts in order to integrate data into the RDMS.
Based on the example we introduced in Section 1.2, we will illustrate in the following
sections how the information from the file system will be mapped onto semantic data in
the RDMS.
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2.1. The LinkAhead Crawler

Figure 2 provides an overview over the complete data integration procedure with the
LinkAhead crawler. In Step 1, the scanner uses the YAML crawler definition (Section 2.2)
to match converters to a given file system tree. From the information that is matched, a list
of LinkAhead Records with Properties is created. In Step 2, the crawler checks which of
these Records are already contained in LinkAhead in order to separate the list of Records
into a list of new Records and a list of changed Records. In order to complete this check,
it makes use of a given definition of Identifiables (Section 2.3). In Step 3 both lists are
synchronized with the LinkAhead server, i.e., all Records from the list of new Records are
inserted into LinkAhead and all Records from the list of changed Records are updated.
The data model (Section 1.3.1) is needed to write a valid YAML crawler definition and to
create the definition of Identifiables (Section 2.3). Furthermore, it is used by the LinkAhead
server directly.

Scanner

Crawler

YAML Crawler
Definition(Cfood)

used by

used by used by used by

used by Check for presence
and differences in

Filesystem

scans

List of LinkAhead Records
with Properties

... to create

... to create

Identifiables Definition
LinkAhead

List of new LinkAhead Records

List of changed LinkAhead Records

INSERTUPDATE

Data Model

1

2 3

Figure 2. Overview of the complete data integration procedure. See Section 2.1.

2.2. Mapping Files and Layouts into a Data Model

Suppose we have a hierarchical structure of some kind that contains certain infor-
mation and we want to map this information onto our object-oriented data model. The
typical example for the hierarchical structure would be a folder structure with files, but
hierarchical data formats like HDF5 [24,25] files (or a mixture of both) would also fit the
use case.

Figure 1 illustrates what such a mapping could look like in practice using the file
structure introduced in Section 1.2:

• ExperimentalData contains one subfolder 2020_SpeedOfLight, storing all data from
this experimental series. The experimental series is represented in a RecordType
called Project. The Properties “year” (2020) and “identifier” (SpeedOfLight) can be
directly filled from the directory name.

• Each experiment of the series has its dedicated subfolder, so one Record of type
Experiment will be created for each one. The association to its Project, which is
implicitly clear in the folder hierarchy, can be mapped to a reference to the Project
Record created in the previous step. Again, the Property “date” can be set from the
directory name.

• Each experiment contains a file called README.md storing text and metadata about
the experiment, according to the standard described in Section 1.2. In this case, the
“description” Property for the Experiment Record created in the previous step will
be set from the corresponding YAML value. Furthermore, a Person Record with
Properties firstName = Florian and lastName = Spreckelsen will be created. Finally
the Person Record will be set as the value for the property “responsible” of the
Experiment Record.
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2.2.1. YAML Definitions

Figure 3 illustrates the modular design of the crawler: Data acquisition and other
scientific activities can lead to heterogeneous file structures involving very different data
formats. The crawler uses crawler specifications (CFoods) that define how these structures
are interpreted and synchronized with LinkAhead. We explain this description using an
example of CFood in this section. CFood is designed to make use of the example file structure
shown in Section 1.2.

Data Acquisition

csv

npy

xlsx
h5

tiff

ExperimentalData/

File System

DataAnalysis/

h5
npy

SimulationData/

py
svg

txt

Experiment-CFood

Crawler

Analysis-CFood

Simulation-CFood

Experiment

Comment: Text

Analysis

sourceExperiment: Experiment
sourceSimulation: Simulation

Simulation

Publ ication

sourceAnalysis: Analysis

Figure 3. Illustration of the data synchronization procedure using a crawler: Data acquisition
(possibly including computer simulations or data produced during data analysis) leads to a variety
of files in different formats on the file system. Crawler plugins (“CFoods”) are designed in a way that
they understand the local structures on the file system. The file tree is traversed, possibly opening
files and extracting (meta) data in order to transform them into a semantic data model that is then
synchronized with the RDMS, as described in Section 2.3. The figure was previously published in [26].

As we pointed out in Section 1.1, one major challenge is allowing for adapting the
data integration to very different and potentially very heterogeneous use cases. Therefore,
we designed a special syntax in YAML format for configuring the mapping which were
just described in a machine-readable form. We call this description of rules for the crawler
the crawler definition or CFood. For the example file structure the corresponding YAML file
would look like this:

ExperimentalData_Dir:
type: Directory
match: ExperimentalData
subtree:

Project_Dir:
type: Directory
match: (?P<year>[0-9]{4,4})_(?P<name>.*)
records:

Project:
year: $year
name: $name

subtree:
Experiment_Dir:

type: Directory
match: >-
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(?P<date>[0-9]{4,4}_[0-9]{2,2}_[0-9]{2,2})(_(?P<identifier>.*))?
records:

Experiment:
Project: $Project
date: $date
identifier: $identifier

subtree:
Readme_File:

type: MarkdownFile
match: README.md
subtree:

description:
type: DictTextElement
match_value: (?P<description>.*)
match_name: description
records:

Experiment:
description: $description

responsible_single:
type: DictTextElement
match_name: responsible
match_value: ((?P<first_name>.+) )?(?P<last_name>.+)
records:

Person:
first_name: $first_name
last_name: $last_name

Experiment:
Person: $Person

The YAML structure mimics the hierarchical structure of a file tree. The crawler operates by
successively matching Converters to files, folders, and possibly other StructureElements.
We use the term StructureElement to specify any piece of information that is derived from
some part of the file structure and that can be matched by a Converter. If a converter
matches, Records are created corresponding to the entries under the records in the crawler
definition. Afterwards, the crawler proceeds by processing sub-elements, like sub-folders,
using the converters defined under subtree.

In the given example, the following converters can be found:

• ExperimentalData_Dir, Project_Dir, Experiment_Dir, all of type Directory. These
converters match names of folders against the regular expression given by match.
When matching, converters of this type yield sub-folders and -files for processing of
converters in the section subtree.

• Readme_File is of type MarkdownFile and allows for processing of the contents of the
YAML header by converters given in the subtree section.

• description and responsible_single are two converters of type DictTextElement
and can be used to match individual entries in the YAML header contained in the
markdown file.

There are many more types of standard converters included in the LinkAhead crawler.
Examples include converters for interpreting tabular data (in Excel or CSV format),
JSON [27,28] files, or HDF5 [24,25] files. Custom converters can be created in Python
using the LinkAhead crawler Python package. There is a community repository online
where community extensions are collected and maintained (see Appendix C).

2.2.2. Variables

Variables begin with a dollar sign and can be used in multiple occasions within the
CFood, e.g., for setting properties of Records. These variables and their values are set during
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multiple operations within the crawling procedure: Variables that are part of a matched
regular expression will be available. For example, $year is set from the match entry of the
Converter Project_Dir. Record definitions within the crawler definition will be available
as variables, e.g., the records section of Project_Dir creates a variable $Project, which
will later be used as the value of a Property of Record Experiment created in the records
section of Experiment_Dir. More details about the syntax will be made available in the
official documentation of the LinkAhead crawler software (see Appendix D).

2.2.3. Scanner

We call the subroutines that gather information from the file system by applying the
crawler definition to a file hierarchy the process of scanning. The corresponding module
of the crawler software is called the Scanner. The result of a scanning process is a list of
LinkAhead Records, where the values of the Properties are set to the information found.
In the example shown in Figure 1, the list will contain at least two Project Records with
names “ElementaryCharge” and “SpeedOfLight”; three Experiment Records with dates
“2020-01-01”, “2020-01-02”, “2020-01-03”; and one Person Record for “Florian Spreck-
elsen”. The remaining steps in the synchronization procedure are to split this list into a
list of Records that need to be newly inserted and a list of Records that need an update.
Section 2.3 describes how the updates are distinguished from the insert operations.
Section 2.4 describes the final process of carrying out the transactions.

2.3. Identifiables

In order to determine which of the Records that have been generated during the scan-
ning procedure in Figure 1 are already present in the RDMS, the crawler needs information
on how to determine identity of Records. For this purpose, we implemented a concept that
is similar to unique keys, which are used in the context of relational database management
systems. For each RecordType, we define a set of Properties that can be used to uniquely
identify a single Record.

Using the example from Figure 1, we can claim that each Person in our RDMS can
be uniquely identified by providing a “firstName” and a “lastName”. It is important to
point out that the definition of identities for RecordTypes can vary highly depending on
the usage scenario and environment: There might, of course, be many cases where this
example definition is not sufficient, because people can have the same first and last names.

In this case, we would define the identity of RecordType Person by declaring that
the set of the properties “firstName” and “lastName” is the Registered Identifiable
for RecordType Person. We use the term “Identifiable” here, because we want to avoid
confusions with the concept of “unique keys”, which shares some similarities, but are
also different in some important aspects. Furthermore, the RDMS LinkAhead also makes
use of unique keys as part of its usage of a relational database management system in
its back-end. During scanning, Identifiables are filled with the necessary information.
In our example from Figure 1, “firstName” will be set to “Florian” and “lastName” to
“Spreckelsen”. We refer to this entity as the Identifiable. Subsequently, this entity is used
to check whether a Record with these property values already exists in LinkAhead. If there
is no such Record, a new Record is inserted. This Record can of course have much more
information in the form of properties attached to it, like an “emailAddress”, which is not
part of the Identifiable. If such a Record already exists in LinkAhead, it is retrieved.
We refer to the retrieved entity as Identified Record. This entity will then be updated
as described in Section 2.4. The terminology, which we introduce here, is summarized in
Figure 4.

To summarize the concept of Identifiables:

• An Identifiable is a set of properties that is taken from the file system layout or the
file contents, which allow for uniquely identify the corresponding object in the RDMS;

• The set of properties is tied to a specific RecordType;
• They may or may not contain references to other objects within the RDMS;
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• Records can of course contain much more information than what is contained in the
Identifiable. This information is stored in other Properties, which are not part of
the Identifiable.

Person

lastName: Text
fi rstName: Text
EmailAddress: Text
PhoneNumber: Integer

RecordType

lastName: Text
fi rstName: Text

Person

Registered Identifiable Identifiable

Person

lastName = Spreckelsen
firstName = Florian

Identified Record

Person
lastName = Spreckelsen
firstName = Florian
EmailAddress = f.spreckelsen@indiscale.com
PhoneNumber: NA

Information from scanner Retrieved Record from CaosDB

Figure 4. Terminology used in the context of defining identity for Records: For each RecordType
that is used in the synchronization procedure, its identity needs to be defined in what we call the
Registered Identifiable. The scanner will fill the values of the properties of the Registered
Identifiable and, in that process, create an Identifiable. This Identifiable can be used by the
crawler to run a query on LinkAhead. If a Record matching the properties of the Identifiable
already exists in LinkAhead, it will be retrieved and used, as described in Section 2.4, to update the
Record. Otherwise, a new Record will be inserted.

2.3.1. Ambigiously Defined Identifiables

Checking the existence of an Identifiable in LinkAhead is achieved using a query. If this
query returns either zero or exactly one entity, Identifiables can be uniquely identified.
In case the procedure returns two or more entities, this indicates that the Identifiable
is not designed properly and that the provided information is not sufficient to uniquely
identify an entity. One example might be that there are in fact two people with the same
“firstName” and “lastName” in the RDMS. In this case, the Registered Identifiable
needs to be adapted. The next paragraph discusses the design of Identifiables.

2.3.2. Proper Design of Identifiables

The general rule for designing Identifiables should be to register the minimum
amount of information that needs to be checked to uniquely identify a Record of the
corresponding type. If too much (unneeded) information is included, it is no longer
possible to update parts of the Record using information from the file system, as small
changes will already lead to a Record with a different identity. If, on the other hand,
too little information is included in the Identifiable, the Records might be ambigu-
ously defined, or might become ambiguous in the future. This issue is discussed in the
previous paragraph.

To provide an example, we discuss a hypothetical Record of RecordType Experiment
that stores information about a hypothetical experiment carried out in a work group
with multiple laboratories. Let us assume that there is only equipment available for one
experiment per laboratory and that the maximum number of experiments is one per
day. A reasonable set of minimum information for the identifiable could be the date of
the experiment and the room number of the laboratory, as it uniquely identifies each
experiment. Additional properties, like name of the experimenter, should not be added
to the Identifiable, as it would reduce flexibility in, e.g., corrections or updates of the
respective Records.

2.4. Inserts and Updates

The final step in the crawling procedure is the propagation of the actual transactions
into the RDMS. This is illustrated in Figure 2 as Step 3. As described in Section 2.3,
Identifiables can be used to separate the list of Records, which were created by the
scanner in Step 1, into a list of new Records and a list of changed Records. The list of new
Records can just be inserted into the RDMS. For the list of changed Records, each entity
is retrieved from the server first. Each of these Records is then overwritten with the new
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version of the Record, as it was generated by the scanner. Afterwards, the Records are
updated in RDMS.

3. Discussion

In Section 2, we presented a concept for data integration that allowed for using the file
system simultaneously with an RDMS for managing heterogeneous scientific data using
a modularized crawler. It was discussed that the YAML crawler definitions provided a
standardized configuration that could be adapted to very different use cases.

In this section, we discuss some important design decisions, benefits of the approach,
and limitations.

3.1. YAML Specifications as an Abstraction Layer for Data Integration

In Figure 1, our approach to map the data found on the file system to a semantic data
model was presented along with a formalized syntax in YAML. This syntax was designed
to be an abstraction of common data integration tasks, like matching directories, files, and
their contents, but to still be flexible enough to allow for the integration of very complex
data or very rare file formats.

One advantage of using an abstraction layer that is a compromise between very
specific source code for data integration and highly standardized routines is that crawler
specifications can be re-used in a greater variety of scenarios. Because the hierarchical
structure of the YAML crawler specification corresponds to the hierarchical structure of file
systems and file contents, it is much simpler to identify similarities between different file
structures, than it would be with a plain data integration source code. Furthermore, the
crawler specifications are machine-readable and, therefore, open the possibility for much
more complex applications.

3.2. Primary Source of Information

Our update procedure synchronizes data from the file system into the RDMS uni-
directionally, so we can state that the file system is the single source of truth. Another
possibility would have been to implement merges between entities generated from the file
system information and entities present in the RDMS. This would have allowed for editing
entities simultaneously on the file system and in the RDMS, and to obtain a merged version
after the crawling procedure. However, we decided against this and chose a single source
of information approach. In practice, merges can become really complicated and having
a clearly defined source of information makes the procedure much more transparent and
predictable to users. Furthermore, we found that use cases involving simultaneous edits of
entities on the file system and in the RDMS are rather rare, so we decided against adding
this additional complexity into our software.

We considered it best practice to not edit entities generated by the crawler in the RDMS
directly, but to use references to these entities instead. This could be enforced by LinkAhead
by automatically setting the entities generated by the crawler as read-only for other users.
LinkAhead entities are protected against accidental data loss using versioning of entities.

3.3. Documentation of Data Structures and File Hierarchies

The approach we presented here purposefully relies on a manual definition of the
semantic data model and a careful definition of the synchronization rules. Sometimes, it
has been criticized that this can involve a lot of work. A frequent suggestion is to instead
apply machine learning techniques/artificial intelligence methods to organize data and
make it more findable. However, it is important to highlight that the manual design
and documentation of file structures and file hierarchies actually has several beneficial
side effects.

One of the main goals of managing and organizing data is to enable researchers to
better understand, find, and re-use their data [1]. A semantic data model created by hand
results in researchers understanding their data. Data organized by artificial intelligence
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is very likely not represented in a way that is easily understood by the researcher and
it probably does not incorporate the same meaning. The process of designing the data
models and rules for synchronization is a creative process that leads to optimized research
workflows. In our experience, researchers highly benefit from the process of structuring
their own data management.

One disadvantage of machine learning methods is that many of them rely on large
amounts of training data for being accurate and efficient. Often, these data are not available
and therefore a manual step that is likely to be equally time-consuming to the design of the
data model and synchronization rules is necessary.

As a practical outcome, the data documentation created in the form of crawler defi-
nitions can be used to create data management plans, which are nowadays an important
requirement for institutions and funding agencies. Although we think that the design of
the process should be, in part, manual, integrating artificial intelligence in the form of
assistants is possible. An example for such an assistant could be an algorithm that generates
a suggested crawler definition based on existing data, which then could be corrected and
expanded on by the researcher.

3.4. Limitations
3.4.1. Deletion of Files

One important limitation of the approach presented here is that deletions on the file
system are not directly mapped to the RDMS, i.e., the records stemming from deleted
files will persist in the RDMS and have to be deleted manually. This design decision
was intended as it allows for complex distributed workflows. One example is that two
researchers from the same work group work on two different projects with independent
file structures. Using our approach, it is possible to run the crawler on two independent
file trees and thereby update different parts of the RDMS, without having to synchronize
the file systems before.

Future implementations of the software could make use of file system monitoring to
implement proper detection of deleted files. Another possibility would be to signal the
deletion of files and folders by special files (e.g., special names or contents) that trigger an
automatic deletion by the crawler.

3.4.2. Bi-Directional Synchronization

A natural extension of the concepts presented here would be a crawler that allows for
bi-directional synchronization. In addition to inserts and updates that are propagated from
the file structure to the RDMS, changes in RDMS would also be detected and propagated
to the file system, leading to the creation and updating of files. While some parts of these
procedure, like identifying changes in RDMS, can be implemented in a straight-forward
way, the mapping of information to existing file trees can be considered quite complex and
raises several questions. While the software in its current form needs only read-only access
to the file system, in a bi-directional scenario, read–write–access is required, so that more
care has to be taken to protect the users from unwanted data loss.

4. Conclusions

In this article, we present a structured approach for data integration from file systems
into RDMS. Using a simplified example, we have shown how this concept is applied practi-
cally and we have published an Open Source software framework as one implementation
of this concept (see Appendix A). In multiple active data management projects (some of
them are mentioned in the Appendix B), we found that this mixture of a standardized defi-
nition of the data integration with the possibility to extend them with flexible custom code
allows for a rapid development of data integration tools and facilitates the re-use of data
integration modules. In these projects, we experienced that using the standardized YAML
format that was presented in Section 2.2.1 highly facilitated the integration of data sets,
especially in cases where data were stored in non-standardized directory layouts. We were
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also able to re-use our CFoods, which only required minor adaptions when transferring
them to a different context. To foster re-usability, we set up a community repository for
CFoods (see Appendix C).

Our current focus for the software is on transferring the concept to multiple differ-
ent use cases in order to make the crawler more robust and to identify the limitations
and usability issues. Furthermore, the bi-directional synchronization that was discussed
in Section 3.4.2 and an assistant for creating CFoods that is based on machine learning
(discussed in Section 3.3) are currently under investigation as possible next features.
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Appendix A. Supporting Software

The following software projects can be used to implement the workflows described in
the article:

• Repository of the LinkAhead-Open Source project: https://gitlab.com/linkahead,
accessed on 2 January 2024.

• Repository of the LinkAhead-Crawler: https://gitlab.com/linkahead/linkahead-
crawler, accessed on 2 January 2024.

The installation procedures for LinkAhead and the crawler framework are provided in
their respective repositories. Also a docker container is available for the instant deployment
of LinkAhead.

Appendix B. Example Crawlers

There is a documented example available online at (https://gitlab.com/linkahead/
crawler-extensions/documented-crawler-example, accessed on 2 January 2024) that demon-
strates the application of the crawler to example data. This can also be used as a template
for the development of custom crawlers. We are currently aware of one public instance
of LinkAhead, which makes use of a complex crawler based on the crawler framework
described in this article. It is provided by “ZMT-Leibniz Centre for Tropical Marine Re-
search” and can be accessed online: https://dataportal.leibniz-zmt.de/, accessed on 2
January 2024.

Appendix C. Community Repository for Crawler Extensions

In order to foster the re-usability of crawler definitions, we are building a community
repository for crawler extensions, which can be found at: https://gitlab.com/linkahead/
crawler-extensions, accessed on 2 January 2024.

Appendix D. Software Documentation

The official documentation for LinkAhead, including an installation guide, can be
found at: https://docs.indiscale.com, accessed on 2 January 2024. The documentation
for the crawler framework that is presented in this article can be found at: https://docs.
indiscale.com/caosdb-crawler/, accessed on 2 January 2024.
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