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Abstract
Classical molecular dynamics simulations are based on solving Newton’s equations of motion.
Using a small timestep, numerical integrators such as Verlet generate trajectories of particles as
solutions to Newton’s equations. We introduce operators derived using recurrent neural networks
that accurately solve Newton’s equations utilizing sequences of past trajectory data, and produce
energy-conserving dynamics of particles using timesteps up to 4000 times larger compared to the
Verlet timestep. We demonstrate significant speedup in many example problems including 3D
systems of up to 16 particles.

1. Introduction

Newton’s equations of motion [1] are the basis of powerful computational methods such as classical
molecular dynamics (MD) that are used to understand the microscopic origins of a wide range of material
and biological phenomena [2, 3]. In the MD method, Newton’s equations are integrated for a system of
many particles using numerical integrators such as Verlet [4] to produce particle trajectories. The time
evolution is performed one small timestep at a time for long times to accurately sample enough
representative configurations in order to extract useful information. Consider the 2nd order ordinary Verlet
integrator x⃗(t+∆) = 2⃗x(t)− x⃗(t−∆)+∆2 f⃗(t)/m that updates the current position x⃗(t) of a particle of
massm at time t to position x⃗(t+∆) after timestep∆ using the previous position x⃗(t−∆) and the force f⃗(t)
at time t. This integrator produces an error of O(∆4) in each local update and incurs a global error of O(∆2)
[3, 5]. These errors are reduced by choosing a small∆ which often makes the simulations computationally
expensive.

The ordinary Verlet integrator requires a sequence of two positions (⃗xt−∆, x⃗t) to update the particle
position using other quantities (e.g. f⃗ andm). These quantities can be inferred using the information
encoded in a long sequence of positions such that the time evolution can be done with only the history of
positions as input. We illustrate this with a 1-dimensional example of a particle experiencing simple
harmonic motion governed by the force f=−kx. One can show that the particle position can be evolved to
t+∆ using a sequence of three positions via the function V = x−1

t−∆

(
x2t − x2t−∆ + xtxt−2∆

)
, which also

incurs a global error of O(∆2). This idea generalizes for higher-order integrators [6] and many-particle
systems such that the time evolution can be performed via V (⃗xt, x⃗t−∆, . . . , x⃗t−s∆) that takes a sequence of s
positions. The longer history of input positions enables integrators to perform accurate time evolution with a
larger∆, however, generally at the expense of higher computing costs per timestep.

The use of deep learning in sequence processing and time series prediction problems has been well
studied by the industry for different applications including voice recognition and translation [7], pattern
recognition in stock market data [8], and ride-hailing [9]. Recurrent neural networks (RNNs) are established
deep learning tools in these applications. In this work, we develop RNN based operators to perform accurate
time evolution of one-particle and few-particle systems utilizing sequences of past trajectories of particles.
The RNN-based operators are trained using the ground truth results obtained with the Verlet integrator.
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They possess a complex mathematical structure described with up to 100 000 parameters. We demonstrate
that the network complexity enables the operators to perform time evolution of systems of up to 16 particles
for a wide range of force fields using timesteps that are up to 4000× larger than the baseline Verlet timestep.
The relatively small time for inferring the positions as predictions of the deep learning model keeps overhead
costs low and we demonstrate significant net speedups for larger timesteps.

Recent years have seen a surge in the use of machine learning to enhance the performance and usability
of MD simulations, for example, see reviews [10–12]. Machine learning has been used to accelerate the
sampling of rugged free-energy landscapes [13], generate new configuration updates in reduced-dimensional
space [14], learn MD force fields [15], auto-tune simulation timestep [16], classify particle assembly
landscapes [17], characterize material structures [18, 19], and derive ‘surrogates’ for MD simulations
[20–24]. Of particular relevance to our work are the deep learning approaches that learn differential
equations and replicate the outputs of numerical integrators used in MD simulations [25, 26, 26–35]. Most
of these approaches have focused on learning ordinary differential equations describing the dynamics of
simple 1D systems and replicating the outputs of associated numerical integrators using baseline timestep
values [25–30, 35]. Some studies have probed the use of deep learning methods to learn partial differential
equations [25, 26, 32, 33] and, more recently, solve them using discretization steps larger than the baseline
timestep [34, 35]. For example, Shen et al [34] used an artificial neural network based model as a corrector to
reduce the local truncation error associated with the Euler integrator, and demonstrated time evolution of
simple two-body problems with timesteps up to 200× the baseline Euler timestep. A 100-fold increase in the
timestep led to over three orders of magnitude increase in the error. In this work, we develop a deep learning
approach that utilizes RNNs to replicate the output of Verlet integrators for a variety of force fields and
perform accurate time evolution of systems of up to 16 particles in 3D using timesteps that are up to 4000×
larger than the baseline Verlet timestep. We obtain state-of-the-art results in terms of the timesteps, the
number of particles, and the complexity of the potential characterizing the interactions between particles.

We note that RNNs have been recently used to determine the evolution of configurations described by a
few collective variables characterizing the system dynamics [36]. Other related work has focused on the goal
of producing energy-conserving Hamiltonians by training neural networks in an unsupervised manner to
observe the positions and momenta of many-particle systems in 1D [30, 37–40]. On the other hand, we note
the active work in the development of approaches that do not rely on deep learning, such as the multiple
timestep methods, for simulating the dynamics of complex systems with large timesteps [41–44].

2. Recurrent neural network based operators for predicting dynamics of particles

Figure 1 shows the overview of our deep learning approach to learn the time evolution operator that evolves
the dynamics of an N-particle system. We begin by selecting the potential energy function governing the
dynamics of the particles. In addition to the potential energy, the N-particle system is specified by particle
masses and the initial positions and velocities of the particles. The attributes of the N-particle system
together with the Verlet timestep∆ form the input. The input system attributes are fed to the Verlet
integrator to simulate the dynamics with timestep∆ up to SV computational steps. Out of the full trajectory
data (e.g. positions and velocities) up to SV steps, SR number of configurations (frames) separated by∆R are
distilled. Note that this requirement to kickstart the time evolution using the Verlet integrator enforces
SV =∆R(SR − 1)/∆. Using this initial sequence of particle configurations of length SR, a trained RNN based
operator R predicts the time evolution of the system after timestep∆R. Then, the input sequence to R is
left-shifted to discard the oldest time frame, and the latest frame predicted by R is appended to the right-end
of the sequence. The adjusted input sequence is fed back to R to evolve the system∆R further in time and
the same process is repeated until the end of the simulation. The time evolution results in the output
comprising the trajectories of the particles.

As shown in figure 1, R is trained using the ground-truth particle trajectories generated via the velocity
Verlet integrator with small timestep∆= 0.001 for the system specified by the selected potential energy
function. The velocity Verlet integrator updates the configuration of particles via two steps, which we
describe for the case of a single particle; extension to many particles is straightforward. First, the position x⃗(t)
of a particle of massm at time t is evolved a timestep∆ forward in time:

x⃗(t+∆) = x⃗(t)+∆v⃗(t)+ 0.5∆2 f⃗(t)/m, (1)

where v⃗(t) and f⃗(t) are the current velocity and force at time t respectively. Next, the velocity v⃗(t) at time t is
updated to v⃗(t+∆):

v⃗(t+∆) = v⃗(t)+ 0.5(∆/m)
(⃗
f(t)+ f⃗(t+∆)

)
, (2)
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Figure 1. Overview of the deep learning approach involving recurrent neural networks (RNN) based operators to solve Newton’s
equations of motion and predict dynamics of N particles.

where f⃗(t+∆) is the force computed at time t+∆ using the updated position of the particle evaluated in
equation (1). The time evolution moves forward following equations (1) and (2) with x⃗(t+∆) and v⃗(t+∆)
as current position and velocity respectively.

We emphasize that our approach trains separate RNNs for furnishing the time evolution of systems
described by different functional forms of potential energy. For example, if a 1D simple harmonic potential
(1/2)kx2 is selected as the potential energy function, R learns to predict the dynamics of one particle in a
harmonic potential for unseen values of k, however, it does not learn to predict the time evolution of a
particle in a qualitatively different potential energy such as a double well potential. The RNN based operators
are at the heart of our approach. In order to understand how these operators are designed and trained, we
first briefly describe the key characteristics of RNNs.

2.1. Recurrent neural networks
Recurrent neural networks (RNNs) process input sequence data and maintain a vector h⃗t known as the
‘hidden state’ for each recurrent cell to model the temporal behavior of sequences through directed cyclic
connections between cells. h⃗t is updated by applying a function F to the previous hidden state (⃗ht−1) and the
current input (⃗xt). The cells are arranged in a fashion where they fire when the right sequence is fed. A
common choice for F is the Long Short Term Memory (LSTM) units [45]. There are several architectures of
LSTM units. An often employed architecture consists of a cell (the memory part of the LSTM unit) and three
‘regulators’, usually called gates, that regulate the flow of information inside the LSTM unit. An input gate (it)
controls how much new information is added from the present input (xt) and past hidden state (ht−1) to the
present cell state (ct). A forget gate (f t) decides what is removed or retained and carried forward to ct from
the previous cell state (ct−1). An output gate (ot) decides what to output as the current hidden state (ht) from
the current cell state. The LSTM formulation can be expressed as:

ft = σg(Wf xt +Uf ht−1 + bf)

it = σg(Wixt +Uiht−1 + bi)

ot = σg(Woxt +Uoht−1 + bo)

c̃t = σh(Wcxt +Ucht−1 + bc)

ct = ft ◦ ct−1 + it ◦ c̃t
ht = ot ◦σh(ct). (3)

Here, xt ∈ Rd is the input vector to the LSTM unit, ft ∈ Rh is the forget gate’s activation vector, it ∈ Rh is the
input gate’s activation vector, ot ∈ Rh is the output gate’s activation vector, ht ∈ Rh is the hidden state vector
also known as the output vector of the LSTM unit, c̃t ∈ Rh is the cell input activation vector, ct ∈ Rh is the cell
state vector, and ◦ is the Hadamard product operator.W ∈ Rh×d and U ∈ Rh×h are the weight matrices and
b ∈ Rh are the bias vector parameters which need to be learned during training. σg and σh represent sigmoid
function and hyperbolic tangent functions respectively. d and h refer to the number of input features and the
number of hidden units respectively.

We now describe how RNNs with LSTMs can be used to design operators that process sequences of
particle configurations to evolve the associated system forward in time.

2.2. RNN-based time evolution operators
We design operators R using RNNs with LSTM units that process a sequence of past positions and velocities
as input and generate the future positions and velocities of the particles. Each component of the particle
position and velocity vectors is identified as a feature. The feature size associated with the inputs and outputs
for N particles inD physical dimensions is d= N×D× 2. For example, for N = 16 particles interacting in
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Figure 2. RNN operator performing the time evolution of an N-particle system characterized by features of size d. The operator
evolves the system one∆R timestep forward in time using a sequence of length SR of past trajectory states. The update is shown
for an input system of N= 16 particles in 3D for which the feature size is d= 96. Parameters associated with long short term
memory (LSTM) units are also shown. These parameters are defined in the main text.

3D, d= 96. For a system specified by the selected potential energy function, operator R predicts the future
position and velocity vectors of the particles at time t+∆R by employing a sequence of length SR of positions
and velocities {x,v}= x⃗t, v⃗t, x⃗t−∆R , v⃗t−∆R , . . . , x⃗t−SR∆R , v⃗t−SR∆R up to time t. R is expressed as
R[{x,v}] = D [L2[L1[{x,v}]]], where D , L1 , L2 are the operators associated with the dense layer, the first
LSTM layer, and the second LSTM layer of the RNN respectively.

The layers are sequentially connected to each other (figure 2) such that the output of one (e.g. L1)
becomes the input for another (L2). Each LSTM layer consists of n number of LSTM units and contains a set
of parameters in the form of weights, biases, and activation functions. For example, L1 has n1 LSTM units
and is characterized with weightsW and U, and bias b. It takes input feature vector {x,v} and outputs
hidden state vectors {h} which are fed as input to the L2 layer characterized with its own set of weights and
biases. A similar connection is made between L2 and the dense layer D . Post training, these layers acquire
optimal values for all the parameters, and the operator R emerges as:

(⃗xt+∆R , v⃗t+∆R) = D [L2 [L1 [{x,v},{P1}] ,{P2}] ,{PD}] , (4)

where {P1}, {P2}, {PD} are optimized parameters associated with LSTM layer 1, LSTM layer 2, and the dense
layer respectively. R has a complex mathematical structure characterized with up to 100 000 parameters.

A similar process can be used to design operators that take a sequence of past positions as input and
generate the future positions of the particles.
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2.3. Operator training and implementation details
We now discuss the details of the training and implementation of RNN-based operators. These operators are
created in TensorFlow with LSTM layer 1, LSTM layer 2, and final dense layer of sizes (number of hidden
units) n1, n2, and nD respectively. While training an operator R for a specific potential energy function, a
B× SR × d dimensional vector comprising a sequence of positions and velocities {x,v} is fed to an operator
R as input. Here, B is a training parameter denoting the batch size, d is the feature size, and SR is the
aforementioned sequence length. During the testing phase, B= 1. All the parameters {P} including the
weights and biases describing the layers are optimized with an error backpropagation algorithm,
implemented via stochastic gradient descent. Adam optimizer is used to optimize the error backpropagation.
Outputs of the LSTM layers are wrapped with the tanh activation function. No activation function is used in
the final dense layer. The mean square error (MSE) between target and predicted trajectories is used for error
calculation.

The parameters {P} of the operator R are saved and loaded using Keras library [46]. Values of n1, n2, and
nD are chosen depending on the problem complexity and data dimensions. For example, in the case of 16
particles interacting with Lennard–Jones (LJ) potential in 3D with periodic boundary conditions (feature size
d= 96), by performing a grid search of the parameters {P} using scikit-learn library [47], hyperparameters
such as the number of units for each of the two LSTM layers (n1, n2), number of units in the final dense layer
(nD), batch size (B), and the number of epochs are optimized to 32, 32, 96, 256, and 2500 respectively. The
learning rate of Adam optimizer is set to 0.0005 and the dropout rate is set to 0.15 to prevent overfitting.
Both learning and dropout rates are selected using a trial-and-error process. The weights in the hidden layers
and in the output layer are initialized for better convergence using a Xavier normal distribution [48].

Standard practices are followed to train the RNN-based operators to accurately predict trajectories while
avoiding overfitting. First, the operator R is trained using all the training data. As expected, this model is
generated in the overfitted region and it predicts results with small errors for the training samples but does
not provide the same accuracy for the validation data. Next, we progressively constrain the model by
reducing the number of parameters and introducing dropouts, until we obtain a similar level of low errors
for samples in both training and validation datasets. Any signature of overfitting the RNN model would
result in the trajectory predictions for systems in the training dataset with much lower errors compared to
the errors for predictions associated with systems in the validation dataset.

We experimentally find the minimum number of hyperparameters required to keep the RNN models
well-generalized and avoid overfitting by finding the optimum point in the bias-variance risk curve for the
training and testing error, and introducing dropout regularization between intermediate layers of the RNN
while training. Large errors obtained during the prediction of trajectories in the validation and testing
datasets also alert us to the case of insufficient training samples. In general, we find that the required number
of training samples depends on the complexity of the potential energy landscape. For example, in the case of
1D systems, the number of training samples required to train operator R to predict the trajectory of a
particle in the rugged potential is 1.3 times the training samples needed by the operator R designed to
predict the dynamics of the same particle in a double well potential. Similarly, training the RNN operator to
accurately predict the dynamics of the 3D many-particle systems required 10 times more training samples
compared to the operators trained to predict dynamics for 1D systems.

Prototype implementation of RNN-based operators written using Python and C++ is publicly available
on GitHub [49].

3. Results and discussion

One particle experiments in 1D are performed for four potential energy functions: simple harmonic, double
well, LJ, and rugged (see appendix, figure 9). Experiments on N−particle systems with N= 3,8,16 particles
in 3D are performed on particles interacting with LJ potentials in a cubic simulation box with periodic
boundary conditions. We adopt units such that the input parameters and predicted quantities are around 1.

In all experiments, RNN-based operators trained with a sequence length of SR = 5 are used to perform
the time evolution. Operators trained with smaller SR = 3 or 4 are only able to accurately propagate the
dynamics for timestep∆R ≲ 10∆, where∆ is the baseline Verlet timestep (see appendix, figure 10).
Trained with SR = 5, operators produce accurate dynamics for timesteps up to 4000∆.

3.1. One particle systems in 1D
Our first set of experiments focus on training and testing the RNN-based R operators to predict the
dynamics of one particle systems in 1D. Results are shown for dynamics predicted by four R operators for
four representative one particle systems, each characterized with a different 1D potential. For each of these

5



Mach. Learn.: Sci. Technol. 3 (2022) 025002 J C S Kadupitiya et al

Figure 3. Errors incurred in the predictions of particle positions made by Verlet integrator and four RNN operators for four 1D
systems. Black circles, blue squares, magenta up triangles, and brown down triangles represent errors in position predictions for a
particle in a simple harmonic potential, double well potential, Lennard–Jones potential, and rugged potential respectively (see the
main text for a detailed description of these 1D systems). (A) Errors as a function of time for dynamics extracted using the Verlet
integrator with timestep dt= 10∆. (B)–(E) Errors as a function of time when the time evolution is performed by the RNN
operators using timestep∆R = 100∆, 400∆, 1000∆ and 4000∆ respectively. (F) Errors in position predictions by the RNN
operators at time t= 1000 as a function of timestep for the same four 1D systems (inset shows results on a log scale obtained
using the Verlet integrator).

one particle systems in 1D, the training and validation datasets are generated by recording the dynamics
associated with a few discrete initial configurations, particle masses, and, in some cases, parameters
characterizing the potential energy. We describe the process in detail for the case of a particle in a simple
harmonic potential U= (1/2)kx2. A similar process is followed for all other 1D systems (see appendix for
details).

For the 1D system of a particle in a simple harmonic potential, the dataset consists of ground-truth
trajectories associated with input systems generated by sweeping over five discrete values of initial position of
the particle (x0 =−10,−8,−6,−4,−2), 10 discrete values of particle mass (m= 1,2, . . . ,9,10), and 10
discrete values of spring constant (k= 1,2, . . . ,9,10). The trajectory data for each of these input systems is
obtained using simulations performed with the Verlet integrator with∆= 0.001 up to time t= 200. This
process generates a dataset of 500 simulations, each having 400 000 position and velocity values. The entire
dataset is randomly shuffled and separated into training and validation sets using a ratio of 0.8:0.2. In other
words, 80% of the simulations (400 systems) are selected randomly as part of the training dataset, and the
remaining 20% (100 systems) are separated into the validation dataset. The testing dataset to evaluate the
predictions of the RNN-based operator comprises 100 input systems characterized withm,x0,k values
distinct from those used in the input systems in the training and validation datasets, including many
combinations of these parameters that lie outside the boundary of the input domains described above. For
experimental evaluation of the operator R, systems characterized with input parameters outside the
boundary of the ranges associated with the training and validation datasets are randomly selected from the
testing dataset. These systems provide a more challenging task for the operator compared to the systems
within the training ranges. The same process is followed for the other 3 one particle systems.

Figure 3 shows the errors incurred in the predictions of particle positions made by four R operators for 4
one particle 1D systems: a particle of massm= 14.4 and initial position x0 =−11.3 in a simple harmonic
potential U(x) = 1/2 kx2 with k= 12.8, a particle of massm= 13 and initial position x0 =−12.5 in a double
well potential U(x) = x4/4− x2/2, a particle of massm= 13.2 and initial position x0 = 3.4 in a LJ potential
U(x) = 4

(
1/x12 − 1/x6

)
, and a particle of massm= 11.1 and initial position x0 =−8.5 in a rugged

potential U(x) = 1/50
(
x4 − x3 − 16x2 + 4x+ 48+ 10sin(30x+ 150)

)
. Figures 3(B)–(E) show the errors

incurred in the predictions of particle positions as a function of time t for timestep∆R = 100∆, 400∆,
1000∆ and 4000∆ respectively. These trajectory errors are computed as δr(t) = |⃗r(t;∆R)− r⃗V(t,∆)|, where
r⃗(t;∆R) is the position vector of the particle at time t predicted by the RNN operator R with timestep∆R

and r⃗V(t;∆) is the corresponding ground truth result produced by the Verlet integrator with timestep
∆= 0.001. For∆R = 100∆ (figure 3(B)), the errors δr(t) are bounded between 0.001 and 0.0012 for a
particle in a simple harmonic potential, a double well potential, and a LJ potential, while
δr(t) ∈ (0.0021,0.0023) for a particle in a rugged potential. For all 4 one particle 1D systems, the errors
increase as∆R increases from 100∆ to 4000∆, but remain within the same order of magnitude. For example,
for∆R = 4000∆ (figure 3(E)), δr(t) ∈ (0.0015,0.0035) for a particle in a simple harmonic potential, a
double well potential, and a LJ potential, and δr(t) ∈ (0.003,0.0045) for a particle in a rugged potential. For
the same 4 1D systems, figure 3(A) shows the trajectory errors, δrV(t) = |⃗rV(t;10∆)− r⃗V(t;∆)|, associated

6
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Figure 4. Time evolution performed by the RNN operators for a single particle in three 1D potentials from time t= 950 to 1000.
Results are presented as position vs time (left column), velocity vs position (middle column), and energy deviation vs time (right
column). Open symbols are dynamics predicted by the RNN operators with timestep∆R = 100∆ (blue circles), 400∆ (orange
squares), 1000∆ (green up triangles) and 4000∆ (red down triangles). Solid black squares are dynamics produced by the Verlet
integrator with timestep 50∆. (A) Dynamics of a particle of massm= 14.4 and initial position x0 =−11.3 in a simple harmonic
potential with spring constant k= 12.8. (B) Dynamics of a particle of massm= 0.9 and initial position x0 = 3.4 in a
Lennard–Jones potential. (C) Dynamics of a particle of massm= 8.0 and initial position x0 =−8.5 in a rugged potential.

with the time evolution performed using the Verlet integrator with a timestep of 10∆. These trajectory errors
are orders of magnitude larger compared to those incurred during the time evolution performed using the
RNN operators, e.g. δrV ∈ (0.1,0.5) for a particle in a rugged potential.

Errors in position predictions made by the R operators rise with increasing the complexity of the 1D
potential. For example, for all∆R, trajectory errors are higher for the 1D system of a particle in a rugged
potential compared to the 1D system of a particle in a simple harmonic potential. Figure 3(F) shows the
errors in position predictions at time t= 1000 as a function of timestep for the same four 1D systems. In each
case, the errors increase as the timestep∆R is increased from 100∆ to 4000∆. However, the errors are
bounded between 0.001 and 0.0045. On the other hand, the errors incurred in positions evolved using the
Verlet integrator (figure 3(F) inset) rise exponentially with increasing timestep. For example, for a 10-fold
increase in the timestep, the errors increase by four orders of magnitude for a particle in a LJ potential.

Figure 4 shows the predictions made by the RNN operators for positions, velocities, and energy
deviations associated with the dynamics of a particle in three 1D potentials: particle of massm= 14.4 and
initial position x0 =−11.3 in a simple harmonic potential with k= 12.8 (A), particle of massm= 0.9 and
initial position x0 = 3.4 in a LJ potential (B), and particle of massm= 8.0 and initial position x0 =−8.5 in a
rugged potential (C). Results for each system are presented in three graphs: position vs time, velocity vs
position, and energy deviation vs time. Energy deviation δEt is defined as δEt = |Et − E0|/|E0|, where Et and
E0 are the total energy of the system at time t and the initial time t= 0, respectively. By averaging across all
times from t= 0 to t= 1000 and across all four 1D systems, the statistical errors in the positions predicted by
R operators using timestep∆R = 100∆, 400∆, 1000∆ and 4000∆ are 0.00135, 0.00176, 0.00214 and
0.00297 respectively. Following the same process, the statistical errors in velocities predicted by R operators
using timestep∆R = 100∆, 400∆, 1000∆ and 4000∆ are 0.00141, 0.00174, 0.00197 and 0.00293
respectively. The errors increase with increasing∆R, but remain within the same order of magnitude. The
associated energy deviation δEt tracks the ground truth energy deviation for all values of∆R. On the other
hand, positions and velocities produced by the Verlet integrator with a timestep of 40∆ (<∆R) show large
deviations from the ground truth for all three 1D systems; the corresponding energy deviations are also
orders of magnitude larger compared to the results obtained with RNN operators and the ground truth
results.

In addition to the forward time evolution, we find that the RNN operators can accurately perform
backward time evolution of 1D systems for an arbitrary length of time by utilizing the trajectory data in
reverse order without undergoing any re-training using the time-reversed trajectories. Analogous to the
process followed for the forward time evolution, we feed a sequence of length SR = 5 of the future states of
the trajectory starting at an arbitrary time t+ SR∆R, and predict the state at time t−∆R. The backward
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Figure 5. Trajectory errors and particle positions predicted during the backward time evolution performed by the RNN operators
for two 1D systems: a particle of massm= 14.4 and initial position x0 =−11.3 in a simple harmonic potential with k= 12.8 ((A)
and (C)), and a particle of massm= 11.1 and initial position x0 =−8.5 in a rugged potential ((B) and (D)). (A), (B) Errors
incurred in positions predicted vs time t from t= 10000 to t= 0 for backward time evolution by the RNN operators with
timestep∆R = 100∆ (circles), 400∆ (squares), 1000∆ (up triangles), and 4000∆ (down triangles). (C), (D) Corresponding
positions as a function of t for the two 1D systems from t= 50 to t= 0.

evolution terminates with the prediction at t= 0. Representative results for the backward time evolution are
shown in figure 5 for a particle of massm= 14.4 and initial position x0 =−11.3 in a simple harmonic
potential with k= 12.8 ((A) and (C)) and a particle of massm= 11.1 and initial position x0 =−8.5 in a
rugged potential ((B) and (D)). Figures 5(A) and (B) show that the R operators generate accurate backward
time evolution of these two systems starting from t= 10000 to t= 0 for∆R = 100∆,400∆,1000∆,4000∆.
Errors in position predictions are bounded between 0.001 and 0.0045 for all∆R, similar to the errors in the
forward trajectory evolution predicted by the same operators (figure 3). Figures 5(C) and (D) show the
predicted positions vs time in reverse for the two systems from t= 50 to t= 0 for
∆R = 100∆,400∆,1000∆,4000∆. In addition to exhibiting the time-reversal symmetry, we find that the
RNN operators, with no explicit training to satisfy the symplectic condition, approximately preserve the
symplectic property for timesteps up to 1000∆ (see appendix for details).

3.2. Few-particle systems in 3D
Our next set of experiments focus on training and testing the RNN-based R operators to predict the
dynamics of few particles in 3D. Three separate R operators are designed to predict the dynamics of three
few-particle systems with N = 3, N = 8, and N = 16 particles interacting via shifted and truncated LJ
potentials in a cubic box with periodic boundary conditions. All particles have the same massm= 1 and
interact with the following LJ pair interaction potential:

U(r) = 4ϵ

((
1

r

)12

−
(
1

r

)6
)
+ 0.0163 ϵ for r⩽ 2.5,

= 0 for r> 2.5.

For each of the three N−particle cases, the training and validation datasets consist of ground-truth
trajectories produced by simulations of 5000 systems. These systems are generated by selecting different
initial positions r⃗0 for the N particles. The process begins by randomly selecting each of the three Cartesian
coordinates x0,y0,z0 of one particle between−3.0 and 3.0, and then placing all other particles next to the
initial seed particle with a step size of 0.3508, ensuring that there are no particle overlaps and all particles
have Cartesian coordinates between−3.0 and 3.0. In all simulations used to create the training and
validation datasets, the initial velocities of all particles are set to 0, and the characteristic LJ energy ϵ is set to
1. Simulations are performed using the Verlet integrator with∆= 0.001 up to time t= 2000.

In each case, the entire dataset is randomly shuffled and separated into training and validation sets using
a ratio of 0.8:0.2. For example, in the case of N = 16 particles system, 80% of the simulations (4000 systems)
are randomly selected to form the training dataset, and the remaining 20% (1000 systems) are separated into
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Figure 6. Average errors as a function of time t (log scale) associated with the predictions of the RNN operator for the positions
(A) and velocities (B) of a 3D system of 16 particles interacting via Lennard–Jones forces under periodic boundary conditions.
Results are shown for the time evolution performed using timestep∆R = 100∆ (circles), 400∆ (squares), 1000∆ (up triangles)
and 4000∆ (down triangles). For all∆R, the errors are O(10−3) during the entire evolution up to t= 106.

the validation dataset. For experimental evaluation of the RNN operators, separate testing datasets for
systems with N = 3, N = 8, and N = 16 particles are generated using simulations of particles of massm= 1
performed up to time t= 1000000. In these simulations, the three Cartesian coordinates associated with the
initial positions of all particles are randomly selected between−3.0 and 3.0, ensuring no overlapping
particles. The initial velocities of particles are sampled from a Boltzmann distribution with a reduced
temperature of 1, and the characteristic LJ energy ϵ is set to 2. Thus, the RNN operators are tasked to make
predictions for test samples that are very different from the typical sample in the training and validation
datasets (representative energy profiles associated with typical samples in test and training datasets are
shown in figure 12 in appendix).

For all the three N-particle systems, we find that the associated R operators accurately evolve the
positions and velocities of the particles with timestep∆R as large as 4000∆, yielding energy-conserving
dynamics up to time t= 106. In the interest of brevity, we discuss the results for the 3D system with N = 16
particles. Figures 6(A) and (B) show the average error associated with the RNN predictions for the positions
and velocities of N = 16 particles as a function of time respectively. The average error in the prediction of
positions is computed as δr(t) =

∑N
i=1 |⃗ri(t)− r⃗i,V(t)|/N, where r⃗i(t) is the 3D position vector of the ith

particle at time t predicted by the RNN operator R with timestep∆R and r⃗i,V(t) is the corresponding ground
truth result at the same time t produced by the Verlet integrator with timestep∆= 0.001. The average error
in the prediction of velocities is computed as δv(t) =

∑N
i=1 |⃗vi(t)− v⃗i,V(t)|/N, where v⃗i(t) is the 3D velocity

vector of the ith particle at time t predicted by R with timestep∆R and v⃗i,V(t) is the corresponding ground
truth result at the same time t produced by the Verlet integrator with timestep∆= 0.001. Results are shown
for time evolution performed by R for∆R = 100∆,400∆,1000∆, and 4000∆. The errors δr(t) and δv(t)
rise as∆R increases but remain bounded between 0.001 and 0.006 for time evolution up to t= 106.

Figure 7(A) shows the energy deviation δEt = |Et − E0|/|E0| associated with the time evolution of the 3D
system of 16 particles predicted by the RNN operator R using∆R = 100∆,400∆,1000∆, and 4000∆. Et
and E0 are the total energy of the system at time t and initial time (t= 0), respectively. For all values of∆R,
the dynamics generated by the RNN operator are associated with δEt ≲ 10−3 for up to t= 106 and track the
ground truth result produced using the Verlet integrator with timestep∆. In stark contrast, the dynamics
produced using the Verlet integrator with a timestep of 40∆ (inset in figure 7(A)) exhibits a rapid energy
divergence with δEt ∼ 1012 for t> 102. Figure 7(B) shows the kinetic, potential, and total energies associated
with the dynamics predicted by the RNN operator using timestep∆R = 100∆,400∆,1000∆, and 4000∆.
The corresponding ground truth results obtained with the Verlet integrator using timestep∆= 0.001 are
also shown. For all∆R, the total energy predicted by R as a function of time is conserved. All the predicted
energy profiles track the ground truth results up to t= 106.

3.3. Performance enhancement
We now discuss the performance enhancement resulting from using the deep learning approach presented
here to perform simulations of one-particle and few-particle systems. For a given system, our approach uses
the Verlet integrator to kickstart the simulation and the RNN operator R to evolve the dynamics forward in
time. Incorporating this detail, we propose the following speedup metric S to quantify the performance
enhancement:

S=
STtV

SVtV +(ST − SV) tR∆/∆R
, (5)

where ST is the total number of steps needed if the time evolution is performed using only the Verlet
integrator and SV =∆R(SR − 1)/∆ is the total number of steps that generate the initial trajectories using
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Figure 7. (A) Energy deviation δEt (defined in the main text) as a function of time t (log scale) associated with the dynamics
predicted by the RNN operator for the same 3D system of 16 particles as described in figure 6. Results are shown for the time
evolution performed using timestep∆R = 100∆ (circles), 400∆ (squares), 1000∆ (up triangles) and 4000∆ (down triangles).
Inset shows the corresponding results using the Verlet integrator with timesteps 10∆ and 40∆. For all values of∆R, the dynamics
generated by the RNN operator track the ground truth result (black crosses) produced using the Verlet integrator with timestep
∆= 0.001. (B) The total, potential, and kinetic energies associated with the dynamics predicted by the RNN operator using the
same four∆R values; symbols have the same meaning as in (A). Lines represent the ground truth results obtained using the Verlet
integrator for total (solid), potential (dashed), and kinetic (dotted) energies. For all∆R, the predicted energy profiles track the
ground truth results.

Table 1. Speedup S for time evolution by the RNN operators using timestep∆R shown in the column heading.

Experiment 100∆ 200∆ 400∆ 1000∆ 2000∆ 4000∆

1D, Simple harmonic 0.5 1.3 3.2 8.6 20.0 45.0
1D, Double well 0.6 1.2 2.8 8.7 17.3 38.0
1D, Lennard–Jones 0.9 1.5 3.9 12.8 22.5 42.3
1D, Rugged 0.4 0.8 2.1 4.7 9.7 20.6
3D, 8 particles 600 1000 1500 5500 8300 12 000
3D, 16 particles 3000 4900 7100 20 000 28 000 32 000

Verlet to kickstart the simulation. tV and tR are the times for one forward step propagation using Verlet and
R respectively. In the speedup S, we have not accounted for the time spent on creating training and
validation datasets, which is a one-time investment of<24 h for the experiments shown. S is 1 if ST = SV,
that is, when no time evolution is performed using the RNN operator R. In the limit ST ≫ SV, we obtain
S≈ tV∆R/(tR∆). Clearly, the greater the ratio∆R/∆, the higher the speedup.

Table 1 shows the speedup S for the time evolution by the RNN operators using different timestep∆R.
Results are shown for 1D experiments (first four rows) and 3D experiments (last two rows), and for
∆R = 100, 200, 400, 1000, 2000, and 4000. In all cases, S is computed for time evolution up to t= 106 with
ST = 109 steps. We find that the time tV for one forward step propagation using Verlet varies by four orders of
magnitude across the different experiments, ranging from≈9× 10−6 s (for the 1D system with simple
harmonic potential) to 4× 10−2 s (for the 3D system with 16 particles). In contrast, the time tR for one
forward step propagation using the different RNN operators varies by only one order of magnitude across
experiments, ranging from≈3× 10−4 s (for the 1D system with simple harmonic potential) to≈2× 10−3 s
(for the 3D system with 16 particles).

We find that the speedup S> 1 for most experiments, signaling an enhancement in performance when
the time evolution is performed using our deep learning approach. Low S< 1 values, observed mostly for the
time evolution of the 1D systems with∆R = 100∆, can be attributed to the relatively large time for one
forward step propagation using RNN (tR ≫ tV). As expected, S rises with increasing∆R. The largest values of
S are recorded for 3D systems with more number of particles. In these cases, large increases in S result from
both the use of large timestep∆R and the small time associated with the forward step propagation using
RNN operators (tR < tV). For example, in the case of the time evolution of the 3D system of 16 particles with
∆R = 4000∆, we find that tR ≈ 0.0026 s is an order of magnitude smaller than tV ≈ 0.04392 s, resulting in
the speedup S≈ 32000.

3.4. Limitations and outlook
We now explore the limits of the applicability of our deep learning approach. All RNN operators are trained
using ground-truth trajectories associated with systems generated by sweeping input parameters over a finite
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Figure 8. Failure cases illustrating the limits of the applicability of the deep learning approach. (A) and (B) show the time
evolution predicted by the RNN operator with a timestep∆R = 100∆ (open circles) for a particle of massm= 14.4 and initial
position x0 =−11.3 in a 1D simple harmonic potential characterized with spring constant k= 80.0. Dynamics are shown as
position vs time (A) and velocity vs position (B) plots from time t= 0 to t= 25. The RNN predictions quickly deviate from the
ground truth results (lines) obtained using the Verlet integrator with timestep∆= 0.001. (C) shows the energies associated with
the time evolution predicted by the RNN operator with a timestep∆R = 100∆ (symbols) for the 3D system of 16 particles
interacting via LJ potentials characterized with energy parameter ϵ= 8. The total, potential, and kinetic energies are shown from
time t= 0 to t= 105. All predicted energies start deviating quickly from the ground truth results (lines) obtained using the Verlet
integrator with timestep∆= 0.001. The deviations get progressively larger with increasing time t.

range of values. Our results demonstrate that these operators can successfully perform time evolution of
unseen input systems characterized with parameters that lie within and outside the ranges associated with
the training datasets. However, as the input systems become very different from the systems in the training
datasets, e.g. by selecting parameters that are well beyond the parameter ranges associated with the training
datasets, we expect the RNN operators to produce inaccurate time evolution and to generate trajectories that
deviate from the ground truth results.

Consider the 1D case of one particle in a simple harmonic potential for which we trained the RNN
operator with ground-truth trajectories associated with input systems generated by sweeping over five
discrete values of the initial position x0 of the particle in the range x0 ∈ [−10,−2], 10 discrete values of
particle massm in the rangem ∈ [1,10], and 10 discrete values of spring constant k in the range k ∈ [1,10].
We extrapolated to an input system characterized with parameters x0 =−11.3,m= 14.4,k= 12.8 in order
to test the predictions of the RNN operator. For this test system, the operator produced accurate
energy-conserving time evolution (section 3.1). However, for a particle with the same initial position
x0 =−11.3 and massm= 14.4, the trajectories predicted by the RNN operator become progressively
inaccurate as the spring constant k is increased to values greater than 2 times the maximum k value used in
the training process (i.e. for k≳ 20).

Figures 8(A) and (B) illustrate a failure case by showing the time evolution for a particle of massm= 14.4
and initial position x0 =−11.3 in a simple harmonic potential characterized with spring constant k= 80.0
(which is 8 times the maximum k value used in the training dataset). The time evolution by the RNN
operator uses a timestep∆R = 100∆, and results are shown from t= 0 to t= 25. After a small duration of
time t > 1, the RNN predictions for positions and velocities deviate from the ground truth results obtained
using the Verlet integrator. Recall that the same RNN operator predicted accurate time evolution up to
t= 1000 for this 1D system with k= 12.8 (section 3.1). Similar limits in extrapolation and generalizability
are observed for other 1D systems.

We next consider the 3D case of 16 particles interacting with LJ potentials in periodic boundary
conditions. For this case, the RNN operator was trained with ground-truth trajectories associated with input
systems generated by sweeping over many discrete values of the initial positions of the particles. Simulations
of all systems in the training dataset were initialized with zero particle velocities and the LJ interactions
between particles were characterized with energy parameter ϵ= 1. To test the predictions of the RNN
operator, we extrapolated to an input system for which the velocities of the 16 particles were sampled from a
Boltzmann distribution with a reduced temperature of 1, and the LJ interactions were characterized with the
energy parameter ϵ= 2. For this test system, the operator produced accurate energy-conserving time
evolution (section 3.2). However, we find that the time evolution predicted by the RNN operator becomes
progressively inaccurate as ϵ is increased to values over 5.
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Figure 8(C) illustrates a failure case by showing the energy profiles associated with the time evolution
performed by the RNN operator for 16 particles interacting via LJ potentials characterized with ϵ= 8.
Simulation is initialized with randomly selected positions and with velocities sampled from the Boltzmann
distribution at a reduced temperature of 1. The time evolution by the RNN operator uses a timestep
∆R = 100∆, and results are shown from t= 0 to t= 105. All energies (kinetic, potential, and total) start
deviating from the ground truth results right from the beginning, the deviations getting progressively
stronger with increasing time t. As t increases to values beyond 104, the total energy starts to diverge. Recall
that the same RNN operator predicted accurate time evolution from t= 0 to t= 106 for this 3D system with
ϵ= 2 (section 3.2). For both one particle systems in 1D and few particle systems in 3D, addressing the failure
cases will involve expanding the range of input parameters characterizing the systems and including the
associated trajectory data in the training of the RNN operators.

In our current formulation, the RNN operators are designed and trained to furnish the time evolution of
systems characterized by the selected potential energy describing the particles. Thus, the RNN operator
trained to learn the dynamics of one potential energy landscape (e.g. one particle in a simple harmonic
potential) is, by design, not capable to predict the dynamics of another closely related but qualitatively
different potential energy landscape (e.g. one particle in a double well potential). For a complex potential
energy landscape with multiple basins and barriers, the associated RNN operator will need to ‘see’ a diverse
group of trajectories corresponding to different regions of the energy landscape in order to accurately furnish
the time evolution. The complexity of the energy landscape may require changes in the architectural
configuration of the RNN operators and may also lead to longer training times. Similarly, the RNN operators
will need to be trained with ground truth trajectories associated with different representative assembly
behaviors (e.g. phase changes in 3D systems of many particles interacting with LJ potentials) in order for
them to successfully evolve the dynamics for corresponding thermodynamic statepoints.

Our future work will explore ways to enhance the generalizability of the RNN operators and to extend the
applicability of our deep learning approach to systems described with complex energy landscapes. In this
initial study, we have limited our focus on few-particle systems and on a single type of thermodynamic
ensemble. Future work will explore the scaling of the approach to a larger number of particles and will
examine the accuracy of the RNN operators in different thermodynamic ensembles.

4. Conclusion

We have introduced a deep learning approach that utilizes RNNs to design operators that solve Newton’s
equations of motion and evolve the dynamics of particles by utilizing timesteps orders of magnitude larger
than the typical timestep used in numerical integrators such as Verlet. We have obtained state-of-the-art
results in terms of the timesteps, the number of particles, and the complexity of the potential characterizing
the interactions between particles. The RNN operators learn both the interaction potentials and the
dynamics of the particles based on their experience with the ground-truth solutions of Newton’s equations of
motion. These operators produce accurate predictions for the time evolution of particles accompanied with
excellent energy conservation over a variety of force fields using up to 4000× larger timestep than the Verlet
integrator. The use of deep learning methods in tasks central to MD simulations is a critical first step towards
the long-term goal of machine-learning-assisted MD simulations of many-particle systems. Further, the idea
of formulating the dynamics of particles into a sequence processing problem solved via the use of RNNs
illustrates an important approach to learn the time evolution operators, which is applicable across different
fields including fluid dynamics and robotics [31, 33, 50].
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Figure 9. Potential energies associated with the 1D experiments. Dash-dotted, dotted, dashed, and solid lines represent simple
harmonic (SHO), double well (DW), Lennard–Jones (LJ), and rugged potentials respectively.

Appendix

Training and validation dataset preparation for 1D systems

Here, we describe the datasets used for training the RNN operators to predict the dynamics of 1D
one-particle systems. The potential energy functions characterizing the four 1D systems are shown in
figure 9. In each case, the Verlet integrator with a timestep∆= 0.001 is used to generate the ground truth
trajectories for up to time t= 200. For all four 1D systems described below, the testing dataset to evaluate the
predictions of the associated RNN-based operator comprises 100 input systems characterized with
parameters distinct from those used in the input systems in the training and validation datasets. These 100
test systems also include systems characterized with all parameters lying outside the boundary of the
parameter ranges associated with systems in the training and validation datasets.

Particle in a simple harmonic potential
For this system, the potential energy is given by:

U=
1

2
kx2, (6)

where k is the spring constant. The training and validation datasets consist of ground-truth trajectories
associated with simulations of 500 input systems generated by sweeping over 5 discrete values of initial
position of the particle x0 =−10,−8,−6,−4,−2; 10 discrete values of particle massm= 1,2, . . . ,9,10; and
10 discrete values of spring constant k= 1,2, . . . ,9,10. Each simulation produces a trajectory with 400 000
position and velocity values.

Particle in a double well potential
For this system, the potential energy is given by:

U=
1

4
x4 − 1

2
x2. (7)

The training and validation datasets consist of ground-truth trajectories associated with simulations of 500
input systems generated by sweeping over 10 discrete values of particle massm= 1,2, . . . ,9,10; and 50
uniformly-distributed discrete values of initial position of the particle x0 ∈ [−3.1,3.1]. Each simulation
produces a trajectory with 400 000 position and velocity values.

Particle in a Lennard–Jones potential
For this system, the potential energy is given by:

U(x) = 4

((
1

x

)12

−
(
1

x

)6
)
. (8)
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Figure 10. Error δr as a function of timestep dt incurred in updating the position of the particle at time t= 1000 for a 1D system
of a particle of massm= 1 in a Lennard–Jones potential with initial position x0 = 2.0. δr is evaluated by comparing the
predictions to the ground truth results obtained using the Verlet integrator with a small timestep∆= 0.001. Closed squares,
triangles, and diamonds are errors incurred when using RNN operators trained with sequence length SR = 3,4 and 5 respectively.
Open squares correspond to the errors produced by the Verlet integrator.

The training and validation datasets consist of ground-truth trajectories associated with simulations of 500
input systems generated by sweeping over 10 discrete values of particle massm= 1,2, . . . ,9,10; and 50
uniformly-distributed discrete values of initial position of the particle x0 ∈ [1.0,3.0]. Each simulation
produces a trajectory with 400 000 position and velocity values.

Particle in a rugged potential
For this system, the potential energy [15] is given by:

U(x) =
x4 − x3 − 16x2 + 4x+ 48

50
+

sin(30(x+ 5))

5
. (9)

The training and validation datasets consist of ground-truth trajectories associated with simulations of 640
input systems generated by sweeping over 10 discrete values of particle massm= 1,2, . . . ,9,10; and 64
uniformly-distributed discrete values of initial position of the particle x0 ∈ [−6.1,6.1]. Each simulation
produces a trajectory with 400 000 position and velocity values.

Training RNN operators with different sequence lengths
The sequence length SR is defined as the number of past configurations used by the RNN operator to predict
the future configuration. Using the training, validation and testing datasets associated with the 1D system of
one particle in a LJ potential, we did experiments to compare the accuracy of RNN operators designed using
SR = 3,4 and 5. Figure 10 shows the error δr in the prediction of the position of the particle at time t= 1000
for a system in the test dataset as a function of the timestep dt. δr is evaluated by comparing the RNN
predictions to the ground truth results obtained using the Verlet integrator with a small timestep∆= 0.001.
We find that the RNN operator trained with SR = 3 produces errors that rise steeply from 0.0089 to 3640.75,
spanning over 5 orders of magnitude, as timestep dt is increased from 10∆ to 100∆. The rise in these errors
is similar to the increase observed for position errors incurred using the Verlet integrator with increasing dt.
The accuracy improves and the errors are comparatively reduced for the RNN operator trained with SR = 4.
The errors are now bounded between 0.004 and 0.058 for dt≲ 100∆ but quickly rise to 97.89 for
dt= 1000∆. In stark contrast, the RNN operator trained with sequence length SR = 5 produces errors that
exhibit a much weaker rise from 0.0005 to 0.003 as the timestep dt is increased from 100∆ to 4000∆.

Symplectic property
In the main text, we showed that the RNN operators exhibited time-reversal symmetry. In this subsection, we
explore numerically whether the trajectories predicted by the RNN operators preserve the symplectic
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Figure 11. Evaluating the preservation of the symplectic property by the RNN operators for 1D systems by computing Sf (defined
in equation (10) of the main text) from time t= 0 to t= 1000. Results are shown for a particle in a simple harmonic potential
with parametersm= 10, k= 1, x0 =−10 (left column), and for a particle in a rugged potential with parametersm= 8, x0 =−8
(right column). The trajectories are predicted using RNN operators with timestep∆R = 100∆ (circles), 400∆ (squares), 1000∆
(triangles), and 4000∆ (pentagons). Black lines represent Verlet results with timestep∆= 0.001. While the Verlet integrator
maintains Sf = 1 (up to numerical precision), the RNN operators approximately satisfy the symplectic condition (Sf ≈ 1) up to
1000∆. Deviations from 1 become much larger for the highest timestep of 4000∆. For a given timestep, fluctuations of Sf near 1
are also larger for the more complex 1D potential (rugged).

property. We note that these operators are not trained explicitly to preserve the symplectic structure. For the
sake of simplicity, we focus the investigation on 1D systems. In these cases, the symplectic property is obeyed
if the trajectories generated using the RNN operators satisfy the equality:

JMJT =M, (10)

where

J=


∂x⃗(t)
∂x⃗(0)

∂x⃗(t)
∂p⃗(0)

∂p⃗(t)
∂x⃗(0)

∂p⃗(t)
∂p⃗(0)

,

 ,
is the Jacobian matrix. Here x⃗(t), p⃗(t) are the positions and momenta associated with the trajectory of the
particles at time t, and x⃗(0), p⃗(0) are the initial positions and momenta at t= 0. The matrixM is given by:

M=

[
0⃗ I⃗
−⃗I 0⃗

]
,

where 0 and I are dN × dN dimensional zero and identity matrices, respectively (d is the spatial dimension
and N is the number of particles). For the case of one particle in 1D, d= 1 and N = 1, and the matrixM
becomes:

M=

[
0 1
−1 0

]
.

The left hand side of equation (10) can be simplified as:

JMJT =

[
0 Sf

−Sf 0

]
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where Sf is given by:

Sf =
∂x⃗(t)

∂x⃗(0)

∂p⃗(t)

∂p⃗(0)
− ∂x⃗(t)

∂p⃗(0)

∂p⃗(t)

∂x⃗(0)
. (11)

Using the symplectic condition (equation (10)), we find:[
0 Sf

−Sf 0

]
=

[
0 1
−1 0

]
.

Thus, the RNN operators satisfy the symplectic property when:

Sf = 1. (12)

We computed Sf for the four 1D systems using equation (11) and the trajectory data predicted by the
associated RNN operators with different timestep∆R. The ground truth Sf values were obtained using the
Verlet integrator with timestep∆= 0.001. We find that for all systems, while the Verlet integrator yields
Sf = 1 up to the numerical precision, the RNN operators approximately satisfy the symplectic condition. Sf
fluctuates around 1, with the extent of fluctuations becoming stronger with increasing∆R and potential
complexity. Figure 11 shows representative results for a particle in a simple harmonic potential with
parametersm= 10, k= 1, x0 =−10, and for a particle in a rugged potential with parametersm= 8, x0 =−8.
In the case of the particle in a simple harmonic potential, Sf exhibits small fluctuations with a mean of 1.0
and standard deviation (fractional error) of≈0.001 for timesteps∆R = 100∆,400∆,1000∆. However, when
∆R is increased to 4000∆, Sf exhibits greater fluctuations with a mean of 1.0 and standard deviation of≈0.5.
Similar trends are observed for the particle in a rugged potential, albeit with greater fluctuations in Sf around
1 for each∆R, which can be attributed to the greater complexity of the rugged potential.
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Energy profiles for representative samples of few-particle systems in training and testing datasets

Figure 12. The total, potential, and kinetic energies vs time (log scale) associated with a representative system in the training
dataset (black lines) compared with the energy profiles for the test system (magenta lines) of 16 particles in 3D interacting with
Lennard–Jones forces, as described in figure 6 of the main text. For the system in the training dataset, the initial positions are
randomly selected, the initial velocities are set to 0, and the Lennard–Jones energy parameter ϵ= 1. For the test system, the initial
positions are randomly selected, the initial velocities are sampled from a Boltzmann distribution with a reduced temperature of 1,
and ϵ= 2. Both sets of energy profiles represent ground truth results obtained using the Verlet integrator with timestep
∆= 0.001.
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